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Under some simplifying assumptions, observations collected by airborne laser 
scanners can be regarded as observed heights of the canopy surface of the stand. The 
canopy surface is a surface generated by individual tree crowns. Assuming that 
individual tree crowns have a solid surface at the top side, and that the stand is viewed 
directly from above, the height of canopy surface at a given point is defined as the 
maximum over the tree-specific surfaces at that point. Our earlier studies have shown 
how the probability of having the canopy surface above a given height depends on (i) 
the stand density, (ii) the distribution of tree heights, (iii) the shape of individual tree 
crowns, and (iv) the spatial pattern of tree locations (either random or strictly regular). 
Based on this result, we have proposed a method based on maximum likelihood for 
estimating the stand density and height distribution using the observations on the 
canopy surface. This paper applies the model to the situation of the area-based 
approach, estimating the mean and dominant height of eucalyptus plantations (E. 
urograndis in Bahia state, Brazil) with known stand density and rectangular pattern of 
tree locations. First, a set of 18 training sample plots with known tree heights are used 
to estimate the parameters specifying the shape of individual tree crowns. These 
estimates are then used to estimate the distribution of tree heights for another set of 18 
evaluation sample plots. The results indicated poorer performance when compared to 
the widely used empirical area-based approach. The reason was most likely an 
unrealistic model for individual tree shape. Possible improvements will be studied in 
the future. 

 
1. Introduction 

The area-based approach to the forest inventory using airborne laser scanning (ALS) 
is rapidly developing to an operational tool for forest inventory (e.g. Naesset et al 
2004). The idea of the approach is to combine information measured on ground 
sample plots with wall-to-wall information collected by low-pulse density (about one 
pulse per m2) discrete return airborne laser scanners. A regression approach, either 
parametric or non-parametric, is used in generalizing the relationship of ALS data and 
ground measurements from sample plot locations to other locations. The predictors of 
the regression model are different characteristics of the laser hits, such as quantiles of 
the laser data, or proportion of laser hits below a given threshold height. We call this 
approach as the empirical area-based approach in contrast to the model-based 
approach proposed in this paper 

The ALS data collection procedure provides data that includes direct 
measurements of the canopy surface. This is the main difference to other remote 
sensing methods, such as to the use of satellite images and aerial photographs, and 
explains the good performance of the method. However, the relationship between the 



 

 

laser data and tree characteristics is not very well known, and selection of the 
predictors to the models of the empirical area-based approach is based mostly on 
intuition and empirical findings, not on well-established theory on how laser 
observations are generated by individual tree crowns. 

From a theoretical point of view, there are two main factors that have an effect 
into the ALS observations: (i) the vertical profile of the forest canopy, and (ii) the 
physical properties of the laser measurements. A good theoretical model would 
integrate both of these into a single model. A starting point for such a model was 
proposed in Mehtätalo and Nyblom (2009). Their model expressed the vertical profile 
of laser observations for a stand as a function of stand density, and the parameters of 
the height distribution of trees and the shape of individual tree crowns. The model 
was used to estimate the stand density and tree height distribution in simulated forest 
stands. However, the model included several simplifications, such as the assumption 
of random tree locations within the stand. Mehtätalo and Nyblom (2010) developed 
the model into a systematic, square grid spatial pattern, and evaluated the model both 
using simulated data and by using pre-processed empirical data. However, both 
above-mentioned studies assumed that the canopy surface is solid, the shape of a 
single tree as a function of tree height is known in advance, and the laser pulses are 
taken directly from above at an infinitesimal point. In general, the model satisfactorily 
considered the process that generates the vertical profile of the forest canopy, but did 
not tackle the physical properties of the laser measurements.  

The aim of this study was to apply the model of Mehtätalo and Nyblom (2010) 
into the situation of the area-based forest inventory, and to test it with empirical data. 
The idea is to first estimate the parameters specifying individual tree crowns using 
laser data from plots with known tree heights. The information on the crown shape is 
then used with another set of plots to estimate the distribution of heights. The stand 
density was not estimated, because the rectangular pattern of tree locations was known in 
advance.  

 
2. Material 

The study material includes sample plots from the pulpwood plantation growing 
eucalyptus in Bahia state, Brazil. On each sample plot, all trees were callipered for 
diameter (d). Every seventh tree was measured for height (h). Näslund’s h-d curve 
was fitted by stands and used to predict heights for trees without height measurement. 
Predicted heights from this model are hereafter regarded as the true heights, and the 
prediction error in them is ignored.  

ALS data were collected on August 16, 2008 using an Optech ALTM 3100 
laser scanning system. The flight altitude was 1200 m above ground level using a 
field of view of 30 degrees. The pulse density at the ground was about 1.5 
measurements per square meter and the footprint diameter was about 35 cm. 
However, to reduce the computational burden, we used only every 6th pulse of the 
original data. After this, we had on average 122 pulses for each of the 530 m2 sample 
plot (0.23 pulses per m2). The observations below 5 meters were taken as ground hits 
and treated as zeroes in the analysis. 

The plots of this study are a subsample of the original data described in 
Packalen et al (2010). A total of 18 pairs of sample plots were selected systematically 
according to the canopy height properties so that they would represent the whole 
range of mean canopy heights in the plantation. The plots of each pair were then 



 

 

randomly assigned to the training and evaluation datasets. The same set of sample 
plots was used in Vauhkonen et al. (2010). 
 
3. Methods 

3.1. The model for canopy height 
Let Z(v) be the height of canopy surface at a fixed point v, i,.e., the vertical distance 
between the ground level and the canopy surface. The canopy surface at a given point 
can be thought as the maximum over the tree-specific surfaces at that point.  

Mehtätalo and Nyblom (2009, 2010) showed that the probability of having 
Z(v) below the height z above ground is the probability that none of the neighbor tree 
crowns at height z extends to point v, 

 
ܲሺܼሺݒሻ ൑ ሻݖ ൌ ∏ ,ݖሺݓሼܨ ԡݒ െ ࣨא௜ԡ|ીሻ|૆ሽ௜ݑ ,   (1) 

 
where  

ࣨ is the set of neighboring trees of point v (see below)  
F(h|૆) is the cumulative distribution function of tree height (e.g., the Weibull 
cdf),  
w(z,r|ી) is a function that gives the total height for a tree that has crown radius 
r at height z above ground, 
ԡݒ െ  ௜ԡ is the distance between the fixed point v and the location ui of tree iݑ
θ includes the parameters of the height distribution and  
ξ includes the parameter that specify the shape of individual tree crown as the 
function of tree height 
 
Equation (1) assumes independent and identically distributed tree heights 

within the stand. Furthermore, it assumes that tree crowns are solid so that the 
observations of Z(v) do not penetrate into tree canopies. The horizontal cross section 
of a tree crown is assumed to be circular or at least the orientation is assumed to be 
uniform between 0 and 360 degrees so that trees are circular on average. The set of 
neighboring trees ࣨ includes the trees that are located so close to the point v that their 
crowns (practically) have a nonzero probability to extend to the point v. In this study, 
we used a neighborhood of 16 trees (4 trees from 4 rows). 

When laser observations are used, no information on the tree locations ui with 
respect to v is available. However, it is natural to assume that the observations are 
placed uniformly over the stand area. Then it is justified to estimate ܲሺܼ ൑  ሻ as theݖ
mean of ܲሺܼሺݒሻ ൑  ሻ over the stand area. However, if trees are planted into rowsݖ
with distance l between rows, and having distance m between trees of a row, then the 
stand consists of N cells of size m by l, which all have equal mean of ܲሺܼሺݒሻ ൑  ሻݖ
(we forget the cells that are at the stand edge). Then it is enough to take the mean of 
ܲሺܼሺݒሻ ൑  ሻ over only one cell. This mean is the integral of the right hand side of theݖ
equation 1 over the cell, divided by the cell area 

 
ી,૆ሻ|ݖሺܩ ൌ ܲሺܼ ൑ ሻݖ ൌ ଵ

௟௠ ׭ ∏ ,ݖሺݓሼܨ ԡݒ െ ࣨא௜ԡ|ીሻ|૆ሽ௜ݑ dݒଵdݒଶ
௟,௠

଴ .  (2) 
 
By the definition of the cumulative distribution function (cdf, Casella and 

Berger 2001), this is the cdf of the laser observations, if the observations are taken at 



 

 

infinitesimal points directly from above and the other previously specified 
assumptions on the stand structure are met. Function (2) depends on two parameters: 
૆, which specifies the distribution function of the tree heights, and θ, which specifies 
the shape of an individual tree crown. In contrast to Mehtätalo and Nyblom (2010) the 
stand density is assumed to be known. If it were unknown, then the cell area, the 
bounds of the integral, and tree locations ui would be functions of stand density. 

3.2 Estimation 

The probability density function (pdf) of the non-zero laser observations is obtained 
by differentiating (2) with respect to z as  
 

݃ሺݖ|ી,૆ሻ ൌ  ી,૆ሻ for z>0.     (3)|ݖԢሺܩ

In addition, the probability to have canopy height of zero is ܲሺܼ ൑ 0ሻ ൌ ,ሺ0|ીܩ ૆ሻ.  
Assuming that the laser observations are an i.i.d. sample from the distribution 

specified by (2), the log likelihood is the sum of logarithmic densities over the 
observations. In addition, the likelihood has a term for the ground hits (see Mehtätalo 
and Nyblom 2009, 2010),  

ℓሺી, ૆ሻ ൌ ∑ ௝ݖ൫ܫ ൐ 0൯ ln ݃൫ݖ௝|ી, ૆൯ ൅ ,ሺ0|ીܩ ଴lnܯ ૆ሻெ
௝ୀଵ ,  (4) 

where M0 is the number of hits ground hits. The assumption of independence is likely 
violated because there are several observations per tree in the dataset. Nevertheless, 
we keep calling  ℓሺી, ૆ሻ the likelihood. 

Estimation of parameter ૆ or ી is based on maximizing the likelihood ℓሺી, ૆ሻ 
with respect to the parameter of interest. The variance-covariance matrix of the 
estimation errors can be approximated by the inverse of the negative Hessian matrix 
at the solution (e.g. Casella and Berger, 2002). However, the variances are expected to 
be underestimates due to the lack of independence among the observations (Mehtätalo 
and Nyblom 2009). 
 
3.3 The assumed functions for crown shape and height distribution 

The height distribution of trees was assumed to be of the Weibull form  
 

ሺ݄|૆ሻܨ ൌ 1 െ exp ቄെ ቀ௛
ఉ

ቁ
஑

ቅ,     (5) 

where ૆ ൌ ሾߙ   .ሿԢߚ
The height of a tree that has radius r at height z above ground was assumed to 

be of the form  

 

,ݖሺݓ ીሻ|ݎ ൌ
ି௥௬బି್మ

ೌమ௭כ௫బା್
ೌ

ට௕మ௭כమା௔మ௥మିሺ௫బ௥ି௬బ௭כሻమ

௕మି್మ

ೌమ௫బ
మି௬బ

మ
   (6) 

 
where 

 



 

 

 ܽ ൌ ටܾଶ ሺଵି௫బሻమ

௕మି௬బమ  and כݖ ൌ max ቀݖ, ௫బ௥
௬బା௕

ቁ, a,b>0, x0<1, y0≤0.  

This function is based on assuming the crown shape of a tree of height H to be an 
ellipsoid that is centered at (x0H, y0H) and has the half axes aH and bH (see Figure 1); 
this function has been found to fit well to old-growth Norway spruce and Scots pine 
trees in Finland (unpublished). However, requiring that the ellipsoid passes through 
the tree top gives a condition, which was used to eliminate parameter a. The function 
w above results from solving this equation of ellipse for tree height H. The function w 
has three parameters: the relative height of the maximum radius (x0), the relative 
maximum width of the crown (y0+b) and a parameter controlling the shape of the 
crown (b).  

To be specific, the ellipsoid shape is assumed only for the part above the 
maximum crown width. Below that height the crown is assumed to be cylinder with 
the diameter equal to the maximum crown width. This assumption is realistic because 
this is how a solid crown looks like when seen from above. 

 
Figure 1. Graphical representation of the applied function of crown shape. 
The shaded object demonstrates a fallen tree of height H. 
 

3.4 The estimation procedure 

The estimation procedure had the following five steps. 
1. The Weibull distribution was fitted to the known heights to get the estimate ૆෠ for 

each of the 18 training plots.  
2. The estimates of ૆  from step 1 were used in the likelihood (3), which was 

maximized with respect to the crown shape parameter vector ી. This resulted in 
estimates of vector ી ൌ ሾݔ଴, ,଴ݕ ܾሿԢ for each training plot. 

3. The plot-specific estimates of the crown shape parameters were explored with 
respect to the mean height of the canopy hits, and a regression was fitted to 
explain the observed trend.  

4. The fitted regressions were applied to the plots of the evaluation data to predict 
the parameters ી.  

5. The predictions of ી from step 4 were used in the likelihood (3), which was 
maximized with respect to the Weibull parameters ૆ ൌ ሾߙ,  ሿԢ. This resulted in anߚ
estimated height distribution for each plot of the evaluation data. 

 
In a pairwise fitting approach, the steps 3 and 4 above were omitted. Instead, the 
estimated crown shape of the pair of the plot under consideration was used in step 5. 

(x0H, y0H)

bH

aH

H(0,0)



 

 

For comparison, also the empirical area-based method was implemented for 
the dataset. In that implementation, the model of Packalen et al (2010) was fitted for 
both the dominant and mean heights in the training dataset of this study.  

 
Figure 2. Examples of the fit into the modeling data on two plots. The upper graphs 
show the true tree heights (histogram), and the fitted Weibull density (line). The 
middle graphs show observed distribution of Z (histogram), and the fitted density 
݃ሺz|ી, ૆ሻ (line) and ܩሺ0|ી, ૆ሻ (point) of step 2 of the estimation procedure. The lowest 
graphs demonstrate the estimated crown profiles for trees with heights at the  0.01th , 
0.1st ,0.2nd , …, 0.9th , and 0.99th quantiles of the fitted Weibull height distribution. 
 
3.5. Evaluating the methods 
To evaluate the estimated height distributions, estimated and true mean and dominant 
heights (mean height of 100 tallest trees per ha) were computed for the evaluation 
plots. The true values were based on the true trees of the plot.  

The estimated values for the model-based approach were based on numerical 
evaluation of the expected value of the height distribution of all and dominant trees. 
95 % confidence intervals for these estimates were computed by using a Monte Carlo 
approach. In that approach, the approximate asymptotic estimation errors of the plot-
specific Weibull parameter estimates were used to generate 1000 realizations of the 
Weibull parameters for each evaluation plot. The mean and dominant heights were 
numerically evaluated for each realization. The interval between the 25th smallest and 
25th largest values of the 1000 H and Hdom values was then taken as the 95% 
confidence limit for the plot. 
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The predictions of the empirical area-based approach were obtained by direct 
application of the fitted regression models into the evaluation data. Confidence 
intervals could not be computed for this approach. 

 

 
Figure 3. Demonstration for the modeling of individual tree crown shape.  Graph (a) 
shows the estimated crown profiles for a tree of a typical height on each plot of the 
training dataset. Graphs (b) and (d) show the estimated values for the parameters of a 
crown shape as a function of average nonzero z- values of the plot, and trendlines 
fitted to these data. Graph (c) demonstrates the predicted crown profiles when average 
nonzero z- value varies from 15 to 40 meters.  
 
4. Results 

Figure 2 shows examples of the fitted Weibull diameter distribution on two sample 
plots of the training dataset. The Weibull function fits quite well to the tree heights, 
but the resulting fit of function (3) is not that good. The bottom graphs show that the 
estimated crown shape may be very different on different plots. This can be seen also 
in Figure 3(a). Figures 3(b) and 3(d) show that the relative crown width and length are 
smaller on plots of tall trees than on plots of short trees. Regression models explaining 
these trends are shown in Figures 3(b) and 3(d). Predictions of these models in Figure 
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3 (c) show that the absolute shape of tree crowns does not much vary among plots of 
different mean canopy height, but the crown is at a higher level on plots of larger 
trees.  

 
Figure 4. The estimated mean and dominant height of the validation plots on the 
values based on ground measurements and their confidence intervals. The predictions 
are based on the model-based method with predicted crown shape (black solid), the 
model-based method with crown shape of the corresponding pair of the training 
dataset (red open), and on the empirical area-based approach (blue cross).  

Figure 4 shows the estimated mean heights (top) and dominant heights 
(bottom) for the evaluation plots using the three alternative methods. The RMSE of 
mean height was 1.33 m for the model based regression approach, and 1.29 m for the 
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model-based pairwise approach. These values were clearly higher than the RMSE of 
the empirical area-based approach. Similar, but even stronger differences were 
observed in the case of dominant height. The mean and dominant heights were 
underestimated for plots of small trees. For the plots of large trees, no noticeable bias 
can be observed for the mean height, but the dominant height was overestimated. The 
dominant height had quite strong positive bias. 

Figure 5 shows examples of the fits from steps 4 and 5 for typical plots of 
small (left), medium sized (middle) and large trees (right). Function (3) does not fit 
very well to any of the plots. Especially, the fitted proportion of ground hits is much 
higher than the observed value. The estimated distribution of tree heights seems, 
however, good for the plot of middle-sized trees. For the plot of large trees, the height 
distribution has a heavy right tail. For the plot of small trees, the maximum predicted 
height is equal to the minimum of the measured heights, because all laser observations 
on this plot (middle left graph) were below the minimum measured tree height 
(bottom left graph). These observations largely explain our earlier notes on Figure 4. 

 
Figure 5. Example fits of step 5 of the estimation procedure for typical stands having 
small (left), middle-sized (middle), and large (right) trees. The upper graph shows the 
predicted crown shape for different tree heights, the middle graphs laser observations 
(histogram) and the fitted density ݃ሺz|ી, ૆ሻ (line) and ܩሺ0|ી, ૆ሻ (point), and the 
bottom graphs true tree heights (histogram) and the estimated Weibull height 
distribution (line). 
 
5. Discussion 

This paper developed and evaluated a new, model-based approach for the ALS forest 
inventory. The approach is based on a model that expresses the distribution of canopy 
height for a given stand density, height distribution, spatial pattern of tree locations, 
and individual tree crown shape. Detailed description of the model can be found in 
Mehtätalo and Nyblom (2009, 2010). In this study, the model was generalized for a 
rectangular spatial pattern. A special feature of the applied situation was that the stand 
density was known in advance. In addition, this was the first trial to use the model to 
estimate the parameters of individual tree crown shape. 
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The results were not as good as one could have expected. We believe that the 
main reason is an unrealistic assumed model for the individual tree crown. Especially, 
we assumed that the tree crown has a solid top surface. However, the laser return 
seems practically always to return from the inner parts of the crown, because the 
returning energy needs to exceed some limit before it is interpreted as a return 
(Gatziolis et al 2010). This is most likely the reason for the observed discrepancy 
between the true tree heights and laser observations in the left graph of figure 5. This 
effect should be included in our model, for example, by introducing an additional 
parameter for the penetration into the model individual tree crown.  

Another problem was the assumption of similar relative shape among the 
trees. This assumption was found unrealistic. We relaxed this assumption by allowing 
different relative shape for different plots. However, a better approach could be a 
model that allows variation in relative shape also within a plot. In addition, alternative 
functions could be tested for the crown shape (e.g., Rautiainen et al, 2007). 

The proposed method is theoretically justified because the parameters have 
interpretations arising from the stand structure and tree crown properties. In addition, 
the applied method of maximum likelihood has a strong theoretical basis, providing 
justified means to construct confidence intervals for the estimates, and to make 
likelihood-based tests between different models. However, these intervals may be too 
narrow because of the lack of independence among observations. In addition, they are 
valid only if the assumed model is correct. In this study, this was evidently not true, 
leading to too narrow confidence intervals for the mean and dominant heights.  

The definition of the distribution function (Eq. 2) includes an integral over a 
two-dimensional plane. This function is differentiated with respect to z and the 
derivative evaluated repeatedly at each observation to get the likelihood. For 
asymptotic inference, the likelihood needs still to be differentiated twice with respect 
to the parameters. This computational burden currently restricts the applicability of 
the method. This is also the main reason for that we did not search for the best 
possible models for tree canopies in this study. Instead, we just went through the 
chain of computations to demonstrate how this estimation could be done. Comparison 
and evaluation of the model with different assumed models is left to the future. In 
addition, possible approximations are searched for to decrease the computational 
requirements of the method. 
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