Compression of Binary Images by Composite Methods Based on Block Coding
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Composite methods for compressing binary images are studied. Hierarchical block coding is the main component in all of them. An attempt is made to increase the compression by augmenting the block coding by predictive coding and bit row reordering. The purpose is to increase the number of white pixels and all-white blocks. An error image is constructed from the differences between the predicted and original values of the pixels. The error image is then coded by hierarchical block coding, in which Huffman coding is used to encode the different bit patterns at the lowest level of the hierarchy. In the method, the global level dependencies are thus handled by block coding and the local pixel-to-pixel dependencies by Huffman coding. © 1995 Academic Press, Inc.

1. INTRODUCTION

Binary (or black-and-white) images represent the simplest and most space-economic form of raster images and are of great interest when colors or gray scales are not needed. Typical examples of binary images are facsimiles and technical drawings.

A binary image can be stored as a bit map consisting of Y rows, each containing X black or white points. The input alphabet for a compression method is thus {BLACK, WHITE} and each individual point, a pixel, is coded by one bit. Further, one can organize eight consecutive bits in a row to form a byte of data. In most textual images the number of white pixels greatly exceeds the number of black pixels and there is a strong correlation between the values of neighboring pixels. A compression technique thus has excellent chances of succeeding.

The simple visual interpretation of the data file has helped in the development of a large number of nice compression algorithms of varying performances [1–7]. Block coding is one of the interesting compression techniques in this class [8–10] due to its relatively simple implementation, speed, and reasonable compression ratio. In addition, one can augment the basic technique with preprocessing steps aiming at a better compression ratio at the cost of increased running time. Of these we consider both fixed and adaptive prediction techniques and introduce an image reordering preprocessing phase. These have been used earlier within run-length coding and other methods; however, only a very simple one-pixel prediction model has been considered within block coding [9]. The reordering technique is similar to that used by Ntetravali and Mounts [11] in conjunction with run-length coding.

We start in Section 2 by recalling the block coding technique and its hierarchical variant. At the lowest level of the hierarchy a small block of pixels can be coded with a suitable variable length code, such as Huffman coding. Prediction techniques are then discussed in Section 3. To keep the compression algorithm simple, we consider only relatively simple context models (of orders 4 and 8). In Section 4 adaptive prediction is briefly discussed in the case of dithered images. A new variant of block coding is introduced in Section 5. Here the image reordering is applied to the error image (or difference image) prior to the final block coding phase. A comparison to standard facsimile compression techniques is given in Section 6.

2. HIERARCHICAL BLOCK CODING

The natural idea in block coding is to divide the image into blocks of pixels. A totally white block (all-white block) is coded by a single 0-bit. All other blocks (nonwhite blocks) thus contain at least one black pixel. They are coded with a 1-bit as a prefix followed by the contents of the block, bit by bit in row-major order; see Fig. 1.

In a hierarchical variant of block coding one first selects the size of the largest pixel block by fixing a value b (=2^c). The bit map is then divided into square blocks of b × b pixels. If a particular block is all-white, it is coded by a single 0-bit. Otherwise the block is coded by a 1-bit and then divided into four subblocks of the same size which are recursively coded in the same manner. Block coding is carried on until the block reduces to a single pixel, which is stored as such, see Fig. 2.

We performed computer tests with hierarchical block
coding and noted that the initial block size $16 \times 16$ is a good choice. In the tests we used a set of typical white-dominant images including handwritten and typewritten text and a technical drawing (see the Appendix). The A4-format images were scanned with a resolution of 150 × 150 dpi, giving a few two million pixels per image. The best and the worst case results of using the $32 \times 32$ block size can be estimated as follows.

A $32 \times 32$ block size could, in the worst case (when there are no $32 \times 32$ all-white blocks), increase the code length by 1 bit for each original $32^2$ bits, giving an excess of ca. 0.1%, which is negligible. To estimate the optimal gain, let us make an idealistic assumption that all the $16 \times 16$ all-white blocks are oriented so that they form a maximal number of $32 \times 32$ all-white blocks. Then at most three bits for each $32 \times 32$ all-white block could be saved by using the greater block size. For the set of test images, the gain remains less than 1.5% of the code length compared to the code length with a block size of $16 \times 16$. Thus the benefits from a larger ($32 \times 32$) block size would have been insignificant. On the other hand, one would have needed a buffer two times as large as that of the $16 \times 16$ blocks, and the processing would have been slower.

As pointed out by Kunt and Johnsen [9], the power of block coding can be improved by coding the bit patterns of the $2 \times 2$ blocks by Huffman coding. Because the frequency distributions of these patterns are quite similar for our set of test images, we can determine a static Huffman code from the joint distribution of the test images, see Fig. 5. It should be noted that the frequency distribution excludes the all-white blocks $4 \times 4$ or larger. The Huffman coding gives an improvement of ca. 10% in comparison to the basic hierarchical block coding.

![Hierarchical block coding](image)

**Fig. 2.** Hierarchical block coding.

3. THE USE OF PREDICTION TECHNIQUES

Hierarchical block coding takes advantage of all-white blocks in the image. It works very well for typical facsimile images with a high proportion of white pixels but becomes inefficient when the proportion of black pixels is unusually high. Moreover, the Huffman coding for the $2 \times 2$ blocks is fixed, and thus strongly depends on the predefined probability distribution of the pixel patterns. Preprocessing of the image by a suitable prediction technique [11] gives a solution to these problems. Here we describe our implementation of the method.

The idea is to form a so-called "error image" from the original one by comparing the value of each original pixel to the value given by a prediction function. If these two are equal, the pixel of the error image is white; otherwise it is black. Benefit is gained from the increased number of white pixels and all-white blocks. Moreover, the prediction technique transforms the image toward an uncorrelated pattern of pixels. This decreases the local dependencies in the $2 \times 2$ blocks, and thus makes the static Huffman coding more robust on different types of images.

The prediction is based on the values of certain (fixed) neighboring pixels. These pixels have already been encoded and are therefore known to the decoder. The prediction is thus identical in the encoding and decoding phases. The number of the neighboring pixels gives the degree of the prediction function. We consider the 4- and 8-pixel prediction contexts of Fig. 3. The 4-pixel context is preferred, because the 8-pixel context is too excessive to gain any remarkable improvement, and is slower to operate with. The image is scanned in row-major order and the value of each pixel is predicted from the particular observed combination of the four neighboring pixels.

Takagi and Tsuda [6, p. 834; 12] have proposed a 4-pixel prediction function which is based on Boolean algebra and has the same prediction context as our implementation. Kunt and Johnsen [9, p. 778] applied a simple 1-pixel prediction model where the difference between the current pixel and the pixel above is determined; pixel $p'_{x,y}$ of the error image is the modulo-2 sum of the original pixels $p_{x,y}$ and $p_{x,y+1}$. This prediction scheme can be considered a Markov model of degree 1 (whereas ours and Takagi's are
of degree 4). The advantages of the 1-pixel model are speed and simplicity.

One could use a higher order prediction model, cf. Netravali and Mount’s [11] 7-pixel context and Moffat’s [3] experiments with the arithmetic coding of up to 22-pixel contexts along with two different alternative models. However, the increase in the degree of the model brings extra benefit only up to a point. A large prediction context indeed gives a more accurate prediction, but in contrast to arithmetic coding, the exact probability of the value of a pixel is not important here; it only matters whether the estimate is above or below 50%.

We determined a prediction function from the set of test images using the 4-pixel context of Fig. 3. The function and the pattern frequencies are shown in Fig. 4. The prediction function is identical (with only one exception) to that given by Takagi and Tsuda [6, 12]. The frequency of a correct prediction varies from 61.4 to 99.8%, depending on the context; the completely white context predicts a white pixel with a very high probability, and a context with two white and two black pixels usually gives only an uncertain prediction.

It is observed that the predictive coding has the desired effect of increasing the proportion of white pixels, see Table 1a. The proportion of black pixels has decreased to one third compared to that of the original images. This in turn gives an advantage in the block coding in the form of an increase in the number of all-white blocks, see Table 1b.

The Huffman codes for the $2 \times 2$ blocks are given in Fig. 5 for both the original and the error images. The entropy of the $2 \times 2$ blocks due to prediction technique has decreased to 2.50 compared to 2.93 for the original image blocks. This originates from the increase in white pixels in the images. The average code lengths of the Huffman codes are very close to the entropy.

A closer examination of the $2 \times 2$ patterns of the error images shows that the correlation between individual pixels has significantly decreased. The differences between the probabilities of the patterns are mainly induced by the number of white pixels in each pattern; the more white pixels there are the higher the probability of that particular pattern. This can be verified by comparing the entropies of the 0-degree and the 4-degree Markov models in the images. For random pixel patterns these two numbers are equal, whereas for correlated patterns the 4-degree model gives lower entropies.

The entropies of the 0-degree (memoryless) and the 4-degree Markov models for the original and the error images are shown in Table 2. In the original images the correlation of the pixels is clearly reflected in the 4-degree entropy, which is much lower than the entropy of the 0-degree model. For the error images, the difference in the entropies has reduced significantly (indicating less correlated pixel patterns). At the same time, a minor increase in the entropy of the 4-degree patterns is observed.

4. ADAPTIVE PREDICTION

In the previous section the prediction function was fixed; the same function was used for whatever images are to be

| Table 1 |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| The Effect of the Prediction Technique |
| (a) Proportion of white pixels |
| Image | 1 | 2 | 3 | 4 | Average |
| Original image | 98.0% | 96.4% | 94.8% | 87.1% | 94.1% |
| Error image | 99.0% | 98.2% | 98.9% | 96.0% | 98.0% |
| (b) Proportion of all-white blocks at the different levels of block size |
| 16 x 16 | 8 x 8 | 4 x 4 | 2 x 2 |
| Original images | 66.3% | 35.4% | 40.9% | 40.3% |
| Error images | 67.4% | 38.5% | 45.9% | 54.4% |
TABLE 2

<table>
<thead>
<tr>
<th>Original image:</th>
<th>Image 1</th>
<th>Image 2</th>
<th>Image 3</th>
<th>Image 4</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-degree entropy</td>
<td>14.1%</td>
<td>22.4%</td>
<td>29.5%</td>
<td>55.5%</td>
<td>30.4%</td>
</tr>
<tr>
<td>4-degree entropy</td>
<td>3.8%</td>
<td>6.9%</td>
<td>5.3%</td>
<td>15.5%</td>
<td>7.9%</td>
</tr>
<tr>
<td>Error image:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-degree entropy</td>
<td>8.0%</td>
<td>13.2%</td>
<td>8.7%</td>
<td>24.2%</td>
<td>13.4%</td>
</tr>
<tr>
<td>4-degree entropy</td>
<td>5.6%</td>
<td>9.5%</td>
<td>6.4%</td>
<td>18.9%</td>
<td>10.1%</td>
</tr>
</tbody>
</table>

facsimile images. Moreover, the statistics of the local pixel patterns strongly depend on the chosen dithering method. The application of the fixed compression method may even cause an increase in the storage size.

In the adaptive modeling the frequencies of black and white pixels in each context are updated while encoding the image. Each prediction value is determined on the basis of the current frequencies. The method significantly increases the proportion of white pixels and the all-white blocks, see Table 3.

The fact that adaptive modeling brings effective compression does not mean that its application is necessarily reasonable in practice. It gives remarkable improvement in the case of dithered images, whereas for the other test images the advantage is only marginal; see Section 6. The disadvantage of adaptive modeling is the increased running time. The fixed prediction takes only half the time needed for the adaptive prediction.

5. ORDERING TECHNIQUES

In this section we introduce a new block coding technique in which a special reordering of the image is performed after the prediction phase. Our compression method consists of the following steps:

1. Construct an error image.
2. Reorder the pixels of each row in the error image.
3. Compress the reordered image by hierarchical block coding.

The idea is from Netravali and Mounts [11] with the difference that instead of block coding they applied run-length coding at step 3. Image reordering is a natural follower of the predictive coding. The goal is to rearrange the pixels so that the number of all-white blocks would increase. Here each prediction context is classified as either GOOD or BAD according to the estimated frequency of a successful prediction. Thus one can fix a threshold frequency in the prediction model and refer to all predictions with a higher frequency as GOOD and to the remaining ones as BAD. With a threshold of 90%, which is due to [11], we have the classification shown in Fig. 4.

![FIG. 5. Proportional frequencies (%) and Huffman codes of the 2 × 2 blocks for original and error images.](image-url)
The pixels of an error image are reordered so that all the predicted pixels for which the prediction is classified as GOOD are stacked by starting from the left border of the row, and those in the BAD category are stacked by starting from the right border toward the beginning of the row. Note that both black and white pixels appear in the beginning and end of a row, but it is expected that the white pixels are prevailing in the beginning of a row. Although the pixels are mixed in the reordering phase, it is still possible to decode each row correctly. This is because the coding context is known (cf. Fig. 3) while a particular pixel is being decoded and thus the decoder knows whether the next pixel is to be picked from the left or the right stack (corresponding to a GOOD or a BAD prediction context).

The number of all-white blocks increased in the test images but the increase was less than expected; see Table 4. The number of $8 \times 8$-blocks increased but the number of $2 \times 2$-blocks, on the other hand, decreased. The all-white blocks required overall $6.9\%$ fewer bits, yielding a reduction of $1.8\%$ in the total size of the compressed file. The reordering, however, changes the distribution of the nonwhite $2 \times 2$ blocks so that the Huffman coding becomes more effective. This gives an extra gain of $1.5\%$ in the compression ratio, leading to a $3.3\%$ overall improvement.

| TABLE 3 |
The Proportion of White Blocks in the Test Image Dundee

<table>
<thead>
<tr>
<th></th>
<th>$16 \times 16$</th>
<th>$8 \times 8$</th>
<th>$4 \times 4$</th>
<th>$2 \times 2$</th>
<th>Proportion of white pixels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original image</td>
<td>5.7%</td>
<td>4.1%</td>
<td>7.6%</td>
<td>15.7%</td>
<td>54.2%</td>
</tr>
<tr>
<td>After fixed prediction</td>
<td>7.8%</td>
<td>7.5%</td>
<td>15.5%</td>
<td>24.8%</td>
<td>62.9%</td>
</tr>
<tr>
<td>After adaptive prediction</td>
<td>7.8%</td>
<td>7.2%</td>
<td>15.5%</td>
<td>36.7%</td>
<td>82.6%</td>
</tr>
</tbody>
</table>

| TABLE 4 |
Proportion of All-White Blocks at the Different Levels of the Block Hierarchy

<table>
<thead>
<tr>
<th></th>
<th>$16 \times 16$</th>
<th>$8 \times 8$</th>
<th>$4 \times 4$</th>
<th>$2 \times 2$</th>
<th>Proportion of white pixels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error images</td>
<td>67.4%</td>
<td>38.5%</td>
<td>45.9%</td>
<td>54.4%</td>
<td>98.0%</td>
</tr>
<tr>
<td>Reordered error images</td>
<td>66.4%</td>
<td>43.9%</td>
<td>46.7%</td>
<td>51.5%</td>
<td>98.0%</td>
</tr>
</tbody>
</table>

6. COMPARISON TO STANDARD COMPRESSION METHODS

The composite block coding methods (see Table 5) are compared to the CCITT (Consultative Committee for International Telegraphy and Telephone) Group 3 and Group 4 standard compression algorithms (G3, G4), and to the QM coder [16] with an 8-pixel context model (QM8). The latter algorithm is the main component of the JBIG (Joint Bi-level Image Group) [2; 17, Section 20.3], which is a draft of international standards by the ISO/IEC (International Organization for Standardization/International Electrotechnical Committee) and CCITT.

CCITT Group 3 and Group 4 Standards

Run-length coding (RLE) [1] is probably the best known compression method for binary images. The coding is extremely simple due to the binary alphabet. It is sufficient only to code the lengths of each run; no color information is needed. The method efficiently codes large uniform areas in the images, even though the two-dimensional correlations are ignored. Instead of the lengths of the runs, one can code the location of the boundaries of the runs (the black/white transitions) relative to the boundaries of the previous row. This is the
TABLE 5

<table>
<thead>
<tr>
<th>Abbrev.</th>
<th>Description of the method</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>Two-dimensional hierarchical block coding</td>
</tr>
<tr>
<td>PB1</td>
<td>Fixed 1-pixel prediction technique + block coding</td>
</tr>
<tr>
<td>PB4</td>
<td>Fixed 4-pixel prediction technique + block coding</td>
</tr>
<tr>
<td>PB8</td>
<td>Fixed 8-pixel prediction technique + block coding</td>
</tr>
<tr>
<td>OB4</td>
<td>Fixed 4-pixel prediction technique + ordering + block coding</td>
</tr>
<tr>
<td>OB8</td>
<td>Fixed 8-pixel prediction technique + ordering + block coding</td>
</tr>
<tr>
<td>DOB8</td>
<td>Adaptive 8-pixel prediction technique + ordering + block coding</td>
</tr>
<tr>
<td>G3</td>
<td>CCITT Group 3 standard compression algorithm</td>
</tr>
<tr>
<td>G4</td>
<td>CCITT Group 4 standard compression algorithm</td>
</tr>
<tr>
<td>QM8</td>
<td>QM coder with 8-pixel context model</td>
</tr>
</tbody>
</table>

The basic idea in the method called relative element address designate (READ) coding [1]. The RLE and READ algorithms are included in two image compression standards, known as CCITT Group 3 (G3) and Group 4 (G4). They are nowadays widely used in FAX machines. In the G3 standard every kth line of the image is coded by the 1-dimensional RLE method (also referred as modified Huffman) and the 2-dimensional READ code (more accurately referred as modified READ) is applied for the rest of the lines. The G3 and G4 standards include two optional resolutions of the image (low resolution, 200 × 100 dpi; high resolution, 200 × 200 dpi). (In G3, the k-parameter is set to 2 for low resolution images, and to 4 for high resolution images. In G4, k is set to infinity so that every line of the image is coded by READ code.)

Context-Based Compression with QM Coder (Baseline IBIG)

In the baseline IBIG (sequential mode) the image is processed in row-major order from left to right. A local context model is applied for each pixel of the image. A probability is assigned for the pixel, which is then encoded by arithmetic coding according to its probability. The probabilities are adaptively determined on the basis of the pixels that have already been encoded. For consistency, we apply here the same 8-pixel context model (see Fig. 3) that was used in the predictive block coding scheme in Section 3. The difference between this method and our predictive coding scheme in Section 3 lies in the coding phase. No error image is constructed here, but arithmetic coding is applied directly to the pixels of the original image.

A QM coder is used as the arithmetic coding component because it is fast, efficient, and tailored for a binary source. For example, all multiplication operations have been replaced by fast approximations or by shift-left operations. The coding algorithm for a QM-coder is suboptimal, but the overall performance is usually better when compared to a straightforward count-based probability estimation with an optimal arithmetic coder like [18]. This originates from the sophisticated probability estimation of QM coder.

Test Results

The composite methods of the block coding and the QM8 algorithm were implemented by using C language and a TurboC 2.0 compiler. Good writing style but no special optimizations was performed for the codes. Test runs with the different compression algorithms of Table 5 were performed in a 486/33 PC-compatible. It is noted that the compression and decompression times for these algorithms are of the same order of magnitude and therefore only compression times are given. The results of the G3 and G4 were obtained by compressing the images into TIFF format (options -3, -4) using shareware software called Image Alchemy (v. 1.7). We want to emphasize that the running times of the G3 and G4 should be examined with caution in comparison to the other methods. The compression efficiency is measured by compression ratio:

\[
\text{compression ratio} = \frac{\text{number of input bits}}{\text{number of output bits}}.
\]

The results of the test runs are summarized in Fig. 7 for the set of test images (see Appendix) and for test image Dundee. Note that a compression ratio below 1.0 indicates expansion of the file size.

For test images 1 to 4, the block coding (B) is clearly the fastest but the compression ratio is much lower than that of the others. The performance of the composite block coding gets closer to the CCITT Group 4 algorithm, but so does the running time. The 4-pixel prediction context gives much better compression than the 1-pixel prediction. On the other hand, the 8-pixel context is too excessive to gain any remarkable improvement. The compression ratio of the QM coder is still superior to the others.

For the test image Dundee, the results are significantly different. The block coding methods are able to achieve hardly any compression at all. The ordering technique does not improve the performance either. The G3 and G4 algorithms even yield an expansion of the file size instead of compression. Only the adaptive compression schemes (DOB8, QM8) achieve reasonable compression ratios for an image of this type.

We finally consider random images containing only
noise. In such an image there is no correlation between neighboring pixels and the only parameter is the proportion of white pixels. Though random images will hardly be faced in real life, they are a good test to demonstrate the performance of the various compression methods in extreme situations, and to expose possible weaknesses in the algorithms.

The compression ratios for random images are given in Table 6. Here $H$ refers to the entropy of a memoryless source and gives an upper limit for the compression ratio. The results of the QM coder are nearly optimal, as expected. The gap between the entropy and the observed compression ratios of the block coding schemes originates from the use of block coding, which is a suboptimal coding method. The prediction techniques cannot improve the compression ratios for the random images, since there is no correlation to be taken advantage of. An exception to this is the black-dominant images, for which the original block coding fails since it takes advantage of all-white blocks only.

7. CONCLUDING REMARKS

A new composite compression algorithm based on block coding was proposed. In the algorithm the power of block coding is increased by the application of predictive coding and bit row reordering. The purpose of predictive coding and reordering is here to increase the global dependencies by reducing the local ones. Block coding takes advantage of the global-level dependencies, while the local dependencies are exploited by Huffman coding. The performance of the composite block coding gets closer to the CCITT Group 4 algorithm, but so does the running time. The case of dithered images indicates that an adaptive prediction model may in certain applications be useful.

The net effect of the ordering technique was ca. 3.3% on the compression ratio. The advantage in the compression ratio, however, is paid for by an increase in the running time. Moreover, the overall algorithm is more complex. The main reason for the modest gain in the reordering is that it was originally designed for run-length coding. Thus the pixels are ordered within each row, not blockwise as in the block coding method. The potential benefits of such a blockwise reordering scheme, however, are not studied in this paper.

The compression ratio of the QM coder with a local context model is still superior to all others. The compression performance of the block coding methods, on the other hand, can be improved by coding the all-white/non-white decisions by arithmetic coding, instead of using 1 bit per decision. In fact, this is the main idea of the method introduced in [19, 20].
APPENDIX

FIG. A1. Test image 1.
FIG. A3. Test image 3.
In response to membership requests...

CURRICULUM RECOMMENDATIONS FOR COMPUTING

Volume I: Curricula Recommendations for Computer Science
Volume II: Curricula Recommendations for Information Systems
Volume III: Detailed Recommendations for Related Computer Science Programs in Vocational/Technical Schools, Community and Junior Colleges and Health Computing

Information available from Debark Cares—Single Copy Sale (313) 699-1700 ext. 308

FIG. A4. Test image 4. Reprinted with permission from the ACM.
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