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Abstract—we present D-rank, an unsupervised, language and 
domain independent method for automatically extracting 
keywords from a single web page. The method does not use any 
corpus, and relies only on the information and features on the 
web page including page URL, word frequency, title, hyperlinks, 
and headers, which are extracted from DOM tree of the page. 
Different scores are assigned to the words according to their 
importance that is specified by their positions in the web page. 
Experimental results on web pages in three different languages 
show the effectiveness of the proposed method. 

Index terms—Keyword extraction, Web pages, DOM structure, 
Language independent, Unsupervised 

I. INTRODUCTION  

Today, there are more than 1.5 billion web pages on the 
internet. Finding the relevant web pages that the user is 
seeking is often a difficult task. In this regard, representative 
keywords or keyphrases assigned to each web page is very 
helpful. Keywords are useful for many purposes such as 
indexing, labelling, summarizing, highlighting, browsing, 
searching [1], clustering [4], and content-targeted advertising 
[2, 5]. Keyword extraction is the task of automatic 
identification of a set of words or phrases that best describe 
the web page [3]. 

There are numerous papers in the literature on the keyword 
extraction from text documents, which are often structured 
and following a standard writing formats and rules. On the 
other hand, only a few research papers have been published 
about extracting keywords from web pages, which are 
unstructured and heterogeneous in nature. Web pages often 
include irrelevant text that may make keyword extraction 
more difficult, such as advertisements, script codes, 
formatting and styling text, hyperlinks, and tags [2, 11]. Some 
of these side information texts, however, can be used to 
improve the accuracy of keyword extraction. Another 
difficulty with web pages is the variety of languages on the 
internet; sometimes, even one page with multiple languages is 
possible. 

In this work, we aim at extracting keywords rather than 
key phrases. Extracting individual words might have certain 
advantages. Suppose that “amusement park” appeared only 
once in the text, but both “amusement” and “park” appeared 
many times separately. This approach would make it easy to 
use this knowledge [5]. 

Majority of existing keyword extraction methods use 
natural language processing (NLP) components including 
stemming, part of speech (POS) tagging, and lemmatization, 
which are language dependent, and makes it difficult to 
generalize the methods for different languages. Our goal in 

this research is to extract only language-independent features 
from web pages so that our method would work with different 
languages. 

Many different keyword extraction methods, both 
supervised and unsupervised, can be found in the literature [5, 
18].   In a supervised approach, a set of features is extracted 
from documents human labelled with keywords to learn a 
model [12, 18]. The result of this approach depends on the 
trained model and the dataset it is trained on. Therefore, it does 
not scale to new documents [24]. Regarding web pages with 
diverse and emerging topics and writing styles, the supervised 
approach trained on a limited set of training datasets is 
unlikely to provide good results [8]. Furthermore, manual 
annotation of training data is time consuming and the quality 
of annotations can still be questionable since people can have 
different opinions about the suitable keywords for a web page 
[6]. In this paper, we therefore propose an unsupervised 
method to avoid the aforementioned limitations. 

GenEx is the first supervised method in which a genetic 
algorithm learns to identify the best representative keyphrases 
from a list of candidate phrases.  The candidate phrases are 
selected from all possible phrases in the text according to a set 
of heuristic rules [19]. KEA is a different supervised method, 
where the candidate keyphrases are first selected, and then, a 
Naïve Bayes classifier is trained given only two input features 
of a phrase: (tf-idf) term frequency-inverse document 
frequency and the distance from the beginning of the text [20]. 
Yih et al. [5] introduce a keyphrase extraction system for web 
pages, where a variety of features are extracted and given to 
logistic regression as the learning algorithm. The features are 
constructed from tf-idf, html Meta data and query logs. 

Unsupervised approaches consider the keyword extraction 
task as a ranking problem [18]. Various methods have been 
proposed that can be classified into graph-based, clustering-
based, and language modelling [11]. TextRank [3] is a state-
of-the-art graph-based method, which builds a graph of the 
units (keyword or sentence) of the given text. The graph and 
the method for assigning a score to each node are inspired by 
Google PageRank [21]. Two nodes of the graph are connected 
if they co-occur in a window of maximum N lexical words 
(N=2 to 10). The candidate keywords are restricted using 
syntactic filters (POS tagging).  

DegExt [15] is a graph-based, language and domain 
independent method. A graph is built on simple syntactic 
graph representations and considering the structural features 
of the document. A clustering based approach is used in [22] 
to guarantee that the document is covered both statistically and 
semantically by the keywords. 



 
Fig. 1. Title, URL, and the structure of an example web page. 

 Another clustering based method is Cl-rank [11] in which 
nouns are selected after POS tagging and lemmatization of the 
candidate keywords, they are clustered using agglomerative 
approach with semantic similarity measure. The importance 
of resulting clusters is determined by checking the distribution 
of its words among the web page. If the words of a cluster are 
related to only one text node of the web page, the cluster is 
considered unimportant. This technique ensures that the words 
from advertisements and other irrelevant text parts of the web 
page are not selected as keywords. To improve Cl-rank, H-
rank [7] allows adjectives and verbs to be selected as 
keywords in addition to nouns. The reason for including 
adjectives and verbs is based on an experimental analysis on 
four different datasets, which shows that human labelled 
keywords for the web pages include 83% nouns, 13% 
adjectives, and 3% verbs. 

This paper presents a new keyword extraction method 
called D-rank. It is for a single web page based only on the 
text and structural information of the page. In addition to term 
frequency, the uniform resource locator (URL) and several 
places of the web page including the title, headings, and 
hyperlinks provide valuable information about the important 
words in the web page. We assign different scores according 
to the position of the words, and their frequencies. Top 20 
highest ranked words are selected and then using simple 
search in Wikipedia, 10 most common words out of 20 are 
eliminated to achieve 10 keywords for the web page. The 
method is an unsupervised method, which is language and 
domain independent. 

II. D-RANK KEYWORD EXTRACTION 

Given a web page including its address or uniform 
resource locator (URL) and its content as a HTML file, we 
first pre-process the HTML content and URL to extract 

candidate keywords. We then give different scores to the 
words based on the information from HTML tags, which 
specify the positions of words. Our method, called D-rank, 
finally selects top 10 candidates as representative keywords 
for the web page. In this section, we first provide information 
on the importance of different positions of words in a web 
page and URL, and then, we explain how we use the positions 
to extract candidate keywords and score them. Fig. 1. shows 
the features used in D-rank.  

A. Word position and frequency 

We score the words based on the places they appear in a 
web page: URL, title, six levels of headers, and hyperlinks, 
which provide important information to keyword extraction. 
In our scoring system, we also consider the frequencies of 
words. 

URL is short but quite informative and content bearing. It 
usually includes important words related to the web page. 
There are web page classification methods, which use only the 
URLs of web pages. The important parts of a URL for 
keyword extraction includes host, path, and query, where the 
host and the path usually give more information than the query 
[23]. For example, http://www.uef.fi/web/machine-
learning/software includes important keywords UEF 
(University of Eastern Finland) in the host part, and machine 
learning and software in the path part.  

Header tags specify headings from level h1 to h6, which 
structure the text in a web page. The headers often include 
important keywords of their following text. Therefore, we 
give a high score to the words in the headings.  The scores 
decrease from the most important h1, to the least important h6. 

The title tag and the Meta tag with name=title are 
important for finding the title of a web page, which provide 
the concise description of the web page. Search engines 



primarily find the topic of a web page by the text inside the 
title tag. The text appears at the top of a web browser when it 
shows the web page. Since they usually include important 
keywords, we give high scores for the words in the title.  

Anchor tag, which defines a hyperlink, is another 
important source for keyword extraction. It has been widely 
used in automatic title extraction [14, 25]. We use the text of 
the anchor for our purpose, for example, the word BBC in <a 
HREF= ‘‘http://www.bbc.-com/’’>BBC</a>. In [25], the 
authors use title and anchor text for describing and searching 
the topic from web documents.  

Term frequency, counts the number of times that a word 
appears in a text. It indicates how important a word is. Almost 
all keyword extraction methods use the term frequency as a 
feature. A more frequent word should have more chance to be 
a keyword, and therefore, get a higher score. Of course, very 
common words such as stop words are exceptions and should 
be removed from the list of candidate keywords. One well-
known solution for removing common words is using tf-idf 
instead of tf alone. However, in this paper, we aim at 
extracting keywords from a single web page, without relying 
on training documents or external sources. 

B. Keyword extraction process 

Our method includes following tasks in order to find 
candidate keywords: extracting actual text from HTML 
content, cleaning the text from symbols, tokenizing the text to 
have individual words, detecting text language and retrieving 
the list of stop words for the language, and removing stop 
words from the list of words. The same functions are 
performed on the URL to extract non-stop words. The words 
that appear in the page title, different levels of headers, and 
hyperlinks are classified in different lists. The lists are used in 
the scoring procedure to apply different scores to the words 
from different parts of the web page. 

The process starts by building document object model 
(DOM) tree of the web page by parsing HTML tags. DOM 
tree provides complete structure and presentation of the 
HTML document. Text nodes of the tree are extracted to be 
used in keyword extraction. We filter and clean the text by 
excluding scripts, HTML structure symbols such as 
navigation lists, and style tags. Punctuation marks and special 
characters and symbols are also removed in this step. Pre-
processing of the URL is also performed to extract three parts 
including host, path, and query.  

In the next step, we tokenize the resulting text segments to 
provide individual tokens or words. Our method tokenizes the 
URL and removes the symbols and special characters at the 
same time. We then remove the stop words from the list of 
words, which is an essential step in keyword extraction 
methods. Stop words are frequent words in different 
languages, which have least semantic value and should not be 
selected as keywords. We first detect the language of the text 
and then retrieve the list of stop words for the language. This 
does not contradict with our goal of providing a language-
independent method because language detection tool and the 
list of stop words for different languages are widely available 
in small software libraries.  

Usually the list of stop words for a specific language 
contains only a small number of common words. However, 
the number of common words, which should not be 
considered as keywords, is much higher. To cope with this 

problem, we use a simple search in Wikipedia to determine 
the term frequency of words. When the goal is to extract k 
keywords, we initially select 2k high ranked words in the 
previous steps, and eliminate k words according to the term 
frequency of the words in Wikipedia. We select k words out 
of 2k, which have the fewest frequencies. We also calculate 
the frequency of each word in the entire text, and the total 
length of the text. The extracted information is 

 summarized as follows: 

- List of words and their frequencies 

- List of words appeared in header 1, and similar lists 
for headers 2 to 6 

- List of words in the page title 

- List of words in the anchors texts (hyperlinks) 

- List of words in the URL’s host, and list of words in 
path and query together 

- Number of all words in the page (N) 

According to our experimental analysis, we introduce the 
following scoring method for a word with frequency f: 

Score =  0.2 × 𝑓, 𝑖𝑓 𝑁 ≥ 50 
 

(1) 

Score = 0.5 × 𝑓 , 𝑖𝑓 𝑁 ≤ 50 
 

 

Table I presents the scoring values for the words located in 
special places in the web page. 

TABLE I.  SCORES FOR THE WORDS IN SPECIAL POSITIONS OF THE WEB 
PAGE 

Position of word Score 

H1 6 

H2 5 

H3 4 

H4, H5, H6 2 

Title 5 

URL host 5 

URL path and query 4 

Hyperlink (anchor) 2 
 

A candidate keyword can appear in several places, and 
therefore, its final score is calculated by combining the scores 
from different places. For example, when N > 50, if a word 
appears 6 times in the web page and it appears in h2, and the 
title, the score is calculated as follows: 

Score = 6 × 0.2 + 5 + 5 = 11.2 

We select 20 words with the highest scores, and eliminate 
10 of them based on term frequency in Wikipedia, to finally 
have 10 words as representative keywords for the web page. 

 

 

 

 

 



 

 

Fig. 2. Workflow of the proposed D-rank

III. EXPERIMENTS 

We next evaluate the performance of the proposed 
keyword extraction method (D-rank) on four publically 
available datasets. We compare D-rank with three methods 
including Cl-rank [11], H-rank [7], and term frequency [26].  

We use two English datasets MACWorld and Guardian, 
and one German and one Finnish dataset called Mopsi 
Services. MACWorld dataset includes 220 web pages from 
Macworld.com. Each web page is an article about computer 
hardware, software, and technology with 5 to 10 assigned 
keywords given by articles’ editors. Guardian dataset includes 
421 news web pages from Guardian.com about different 
topics, with 5 to 15 keywords assigned to each page.  Mopsi 
services from http://cs.uef.com/mopsi includes 414 web pages 
of location-based services in Finland. Different number of 
keywords from 1 to 10 has been assigned to different web 
pages. We also collected 100 German web pages on different 
topics. The ground truth keywords from 5 to 20 are taken from 
the web page metatag for keywords. The evaluation of the 
keyword extraction methods is based on three measures: 
precision, recall and F-score, which are generally used in 
evaluating information extraction systems. These measures 
are calculated based on true positive, false negative, and false 
positive, which are defined as follows: 

True Positive = Number of  correctly detected keywords. 

                                                           
1 http://cs.uef.fi/paikka/Radu/tools/SoftEval/ 

False Positive = Number of incorrectly detected keywords. 

False Negative = Number of keywords missed. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(3) 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 

(4) 

In comparing extracted keywords with the ground truth, 
usually the exact match between words is considered. We call 
this hard evaluation. However, this comparison does not 
reflect a good similarity between words. For example, if the 
ground truth keyword is hotel and the extracted one is hotels. 
A hard comparison gives zero similarity even if the words are 
very similar. Therefore, we also use a soft evaluation 1  to 
provide better evaluation of the results.  
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TABLE II.  RESULT FOR THE MACWORLD DATASET 

Hard Measures 

Method Precision Recall F-score 

D-rank  0.32 0.24 0.27 

Cl-rank  0.26 0.20 0.22 

H-rank  0.22 0.37 0.27 

TF  0.16 0.18 0.17 

Soft Measures 

Method Precision Recall F-score 

D-rank  0.58 0.46 0.50 

Cl-rank 0.56 0.42 0.47 

H-rank 0.48     0.68     0.55 

TF 0.34 0.38 0.36 

TABLE III.  RESULT FOR THE GUARDIAN DATASET 

Hard Measures 

Method Precision Recall F-score 

D-rank  0.24  0.37  0.29 

Cl-rank  0.26 0.40 0.31    

H-rank  0.20 0.29 0.23 

TF  0.20 0.24 0.22 

Soft Measures 

Method Precision Recall F-score 

D-rank  0.51     0.73     0.59 

Cl-rank 0.54     0.75     0.62 

H-rank 0.46     0.63     0.51 

TF 0.52     0.63     0.57 

TABLE IV.  RESULT FOR MOPSI SERVICES DATASET 

Hard Measures 

Method Precision Recall F-score 

D-rank  0.19     0.20      0.19 
Cl-rank  - - - 
H-rank  - - - 

TF  0.11     0.26     0.12 
Soft Measures 

Method Precision Recall F-score 

D-rank  0.42    0.45     0.43 
Cl-rank - - - 
H-rank - - - 

TF 0.29     0.70      0.36 

 

 

TABLE V.   RESULT FOR GERMAN DATASET 

Hard Measures 

Method Precision Recall F-score 

D-rank 0.26 0.27 0.23 

Cl-rank  - - - 

H-rank  - - - 

TF  0.19 0.15 0.13 

Soft Measures 

Method Precision Recall F-score 

D-rank  0.52 0.58 0.58 

Cl-rank - - - 

H-rank - - - 

TF 0.37 0.32 0.29 

 

The results for the four datasets are summarized in Tables 
II to V. For the English MACWorld dataset, D-rank and H-
rank give the same F-score value 0.27 in the hard evaluation 
approach, which is 5% and 10% better than Cl-rank and TF 
method, respectively. D-rank provides better precision but 
worse recall comparing to H-rank. In the soft evaluation 
approach, H-rank performs the best with 0.55, and D-rank is 
the second best method with 0.50 F-score value.  

Cl-rank and D-rank perform the best for another English 
dataset, Guardian, both in the hard and soft evaluations. Cl-
rank gives slightly better F-score values in comparison with 
D-rank (about 2% and 3% for the hard and soft F-measure, 
respectively). 

Cl-rank and H-rank are language-dependent methods, 
because they use NLP components such as POS tagger and 
stemmer. The NLP components were available only for 
English language, and therefore, we could not use Cl-rank and 
H-rank in evaluation of German and Finnish datasets. In 
compassion with TF method, D-rank improves both hard and 
soft F-measure by 7% for the Finnish dataset. It also improves 
hard and soft F-measure for the German dataset by 10% and 
29%, respectively.   

IV. CONCLUSIONS AND FUTURE WORKS 

We have introduced a new keyword extraction method 
from web pages, which is based on language and domain-
independent features. Position of words in the page URL, title, 
hyperlinks, and headers in addition to word frequency are the 
information used for identifying the keywords. The method is 
fast and practical for webpages of different languages mainly 
because of avoiding complex NLP components. The results 
are promising comparing to other methods, which are usually 
slower and more complicated. We used Wikipedia to 
eliminate very common words, which are less likely, can be 
keywords. Several improvements can be added to the method, 
which are left as future research. Examples include a better 
weighting scenario for different word positions, removing 



similar keywords from the results, and adding more features 
from the webpage. 
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