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Abstract—This paper describes the cascaded recursive least
square-least mean square (RLS-LMS) prediction, which is part
of the recently published MPEG-4 Audio Lossless Coding inter-
national standard. The predictor consists of cascaded stages of
simple linear predictors, with the prediction error at the output
of one stage passed to the next stage as the input signal. A linear
combiner adds up the intermediate estimates at the output of
each prediction stage to give a final estimate of the RLS-LMS
predictor. In the RLS-LMS predictor, the first prediction stage is
a simple first-order predictor with a fixed coefficient value 1. The
second prediction stage uses the recursive least square algorithm
to adaptively update the predictor coefficients. The subsequent
prediction stages use the normalized least mean square algorithm
to update the predictor coefficients. The coefficients of the linear
combiner are then updated using the sign—sign least mean square
algorithm. For stereo audio signals, the RLS-LMS predictor uses
both intrachannel prediction and interchannel prediction, which
results in a 3% improvement in compression ratio over using
only the intrachannel prediction. Through extensive tests, the
MPEG-4 Audio Lossless coder using the RLS-LMS predictor has
demonstrated a compression ratio that is on par with the best
lossless audio coders in the field. In this paper, the structure of
the RLS-LMS predictor is described in detail, and the optimal
predictor configuration is studied through various experiments.

Index Terms—Adaptive prediction, least mean square, lossless
audio, MPEG-4 Audio Lossless Coding, recursive least square.

1. INTRODUCTION

OSSLESS audio coding, as the name suggests, converts
La digital audio signal from raw pulse code modulation
(PCM) format into a compressed format with a smaller file
size. The original audio signal can be perfectly reconstructed
from the compressed file. Coupled with continually decreasing
storage costs and the increasing growth of processor power,
lossless audio compression started to gain popularity with the
wide and rapid spread of broadband networks. Applications
of lossless audio compression include digital music archival,
network music downloading and broadcasting, personal music
sharing, and mobile entertainment.

Over the years, various lossless audio compressors were de-
veloped by individuals, interested research groups, and com-
mercial entities. For example, APE (by Monkey’s Audio) [1]
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and FLAC (Free Lossless Audio Codec) [2] are popular ones
in music file sharing over the internet. OptimFrog [3] and LA
(Lossless Audio) [4] provide high compression ratios. Organi-
zations like Apple, Microsoft, and Real Networks also devel-
oped their own lossless audio coders. Unfortunately, all these are
proprietary coders, which are lacking in large-scale industrial
adoption. In response to the industrial demand for a standard-
ized lossless audio coding scheme, the Motion Pictures Expert
Group (MPEG) issued a Call for Proposal in December 2002
[5]. Various parties responded, and after three years of rigorous
competition and productive collaboration, two schemes eventu-
ally emerged: the Audio Lossless Coding (ALS) and the Scal-
able Lossless Coding (SLS). Both ALS and SLS were adopted
by MPEG because of their distinctive strengthes: ALS provides
a better compression performance, while SLS can be easily em-
bedded with a lossy audio coder such as the MPEG-4 Advanced
Audio Coding (AAC) [6]. The MPEG-4 ALS and SLS were for-
mally published by the International Standard Organization as
international standards in March 2006 [7], and June 2006 [8],
respectively. Technical details of ALS and SLS are thoroughly
explained in [9] and [10]. This paper focuses on the RLS-LMS
predictor used in ALS.

In SLS, the input audio samples are first divided into blocks
and then converted into transform coefficients by using the in-
teger modified discrete cosine transform (IntMDCT) [11]. The
transform coefficients are scaled, quantized, and coded by the
AAC encoder to generate a “core” bitstream, which constitutes
the minimum quality/rate unit of the final lossless bitstream. For
optimal coding efficiency, an error-mapping procedure is em-
ployed to remove the information that has already been coded in
the core bitstream from the transform coefficients. The residuals
are subsequently coded by bit-plane Golomb code [12] to form
the final lossless bitstream. SLS provides fine-granular quality/
rate scalability, and is well-suited for network music streaming
services, where the bitstream can be dynamically truncated ac-
cording to the available bandwidth.

In ALS, linear prediction is performed on the input audio
samples to generate a residual signal, which has a smaller
dynamic range than the input signal. The distribution of the
residual signal can be closely modeled by a Laplacian (or
two-sided geometric) distribution. The residual signal is en-
tropy-coded with the Rice code [13]. For each block of audio
samples, either all values can be coded by the same Rice code,
or a single block can be further divided into four parts, each
encoded with a different Rice code. Alternatively, the residual
can also be coded by a more complex and efficient coding
scheme called the block Gilbert-Moore code (BGMC) [14].
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In BGMC, the residual distribution is further partitioned into
three parts: a central region, flanked by two tail regions. The
residuals in the tail regions are simply recentered and coded
with Rice codes. Residuals within the central region are further
split into those that belong to the least significant bit (LSB) and
the most significant bit (MSB) parts. The LSB parts are directly
transmitted using fixed-length codes without any processing,
while the MSB parts are coded with the more efficient block
Gilbert—Moore (arithmetic) code [15].

The MPEG-4 ALS has two different linear predictors: the
linear predictive coding (LPC) predictor [9], and the RLS-LMS
predictor [16]. In the LPC predictor, the optimal predictor co-
efficients are computed using the Levinson—Durbin algorithm
[17] for each block of samples. The audio samples pass through
a linear predictor whose coefficients are the quantized version
of the optimal coefficients. The quantized coefficients are coded
together with the residual to form the lossless bitstream.

The RLS-LMS predictor provides an estimate of the current
input sample using past input samples. The prediction residual
is calculated as the difference between the current input sample
and the derived estimate. Unlike the LPC predictor, only the
residual is encoded and transmitted. There is no need to code
the coefficients of the predictor, as an identical predictor runs
in the decoder. The latter is guaranteed to always maintain the
same states as that in the encoder. The RLS—-LMS predictor con-
sists of a cascade of stages made up of simple predictors. The
residual of one predictor stage is passed on as the input of the
next stage. The first stage is a first-order predictor with a fixed
coefficient value 1. In the second stage, the predictor coefficients
are updated using the recursive least square (RLS) algorithm
[18]. All the subsequent stages in the cascade use the normalized
least mean square (NLMS) algorithm [18] in the updating of
predictor coefficients. The estimate of the current input sample,
or the final estimate, is generated by linearly combining the in-
termediate estimates generated by the cascaded predictor stages.
The combiner coefficients are updated using the sign—sign LMS
algorithm [18]. The residual signal is generated by subtracting
the estimate from the current input sample and is subsequently
coded by the entropy coder to form the lossless bitstream.

The development of the RLS-LMS predictor was moti-
vated by prior work in cascaded prediction for lossless audio
compression. In [19], Schuller proposed a cascaded predictor
structure with three LMS prediction stages. The final estimate
in that study was derived by a linear combination of the in-
termediate estimates from the three LMS predictors under the
so-called predictive minimum description length weighting.
In the RLS-LMS predictor, the computation of the linear
combiner coefficients is simplified by using the effective,
low-complexity sign-sign LMS algorithm. In [20], Yu pro-
posed a cascaded predictor using a low-order RLS predictor
followed by a high-order LMS predictor. A final estimate was
then given by directly adding the two intermediate estimates
from the RLS and the LMS predictors. This predictor can be
viewed as a special case of the RLS-LMS predictor that uses
only two prediction stages. In Yu’s work, the coefficients of the
linear combiner take a fixed value 1. For stereo audio input, the
RLS-LMS predictor can also perform joint-stereo prediction,
which exploits the inherent correlation between the left and
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Fig. 1. MPEG-4 ALS encoder (top) and decoder (bottom) with the RLS-LMS
predictor.

right audio channels. In this mode, the RLS prediction stage
generates the estimate signal for each audio channel by using
past samples from both channels. We find that joint-stereo pre-
diction can bring about a 3% improvement in the compression
ratio compared to the case where the predictor runs for the left
and right channels independently.

The rest of the paper is organized as follows: The structure of
the RLS-LMS predictor is introduced in Section II. The adap-
tive algorithms used for updating predictor coefficients are de-
scribed in Section III, while the joint-stereo prediction is ex-
plained in Section IV. The optimal predictor configuration is de-
termined through various experiments with results summarized
in Section V. This section also provides comparison results with
other lossless coders. A conclusion of the paper is given in the
last section.

II. CASCADED RLS-LMS PREDICTION

The structure of the MPEG-4 ALS is shown in Fig. 1, where
the upper part shows the encoder and the lower half showing
the decoder. In the encoder, an estimate of the current input
sample is generated by the RLS—LMS predictor using past sam-
ples. This estimate is rounded to the nearest integer. A predic-
tion residual is generated by subtracting the rounded estimate
from the current input sample. The entropy coder subsequently
encodes the residual with either the Rice code or the BGMC to
form the lossless bitstream.

In the decoder, the above process is reversed. The lossless
bitstream is first decoded into the prediction residual by the en-
tropy decoder. The original audio data are then reconstructed
by adding the residual to the rounded estimate. The RLS-LMS
predictor in the decoder is identical to that in the encoder and
maintains the exact same states and coefficients as the latter at all
times. Because of the lossless (noiseless) entropy encoding/de-
coding process, as well as the use of identical predictors in the
encoder and the decoder, perfect-reconstruction of the original
audio samples is guaranteed by ALS.

The structure of the cascaded RLS-LMS predictor is shown
in Fig. 2. The predictor consists of a cascade of simple predic-
tion stages in the sequence of a differential PCM (DPCM) pre-
dictor, an RLS predictor, and a series of LMS predictors. The
input samples pass through the prediction stages sequentially,
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Fig. 2. Structure of the cascaded RLS-LMS predictor.

with the residual of one stage serving as the input to the next
stage. The estimates from each prediction stage are summed up
by a linear combiner to generate the estimate of the current input
sample according to

K

#(n) = ex(n)yx(n) (1)

k=1

where Z(n) is the estimate of the current input sample z(n), n is
the time index of samples, K is the number of prediction stages
in the cascade, ¢ (n) are the coefficients of the linear combiner,
k is the stage index, and yy (n) are estimates from the prediction
stages.
In the kth stage, defining the order of the predictor as My, the
estimate yx(n) is given by
M,

yp(n) = Z akm(m)ex—_1(n —m) 2)

where ar, ., (n) are the coefficients of the predictor, m is the tap
index, and ey _1(n) is the residual from the previous stage. The
residual of the kth stage is given by

ex(n) = ex—1(n) = yr(n). 3)

III. ADAPTIVE UPDATING OF PREDICTOR COEFFICIENTS

The RLS-LMS predictor consists of a cascade of prediction
stages and a linear combiner. All the prediction stages as well
as the linear combiner update the coefficients adaptively, except
for the first DPCM prediction stage, which uses a first-order
predictor with a fixed coefficient value 1. The RLS algorithm
is used in the second stage, and the NLMS algorithm is used
in all the remaining stages in the cascade. For the linear com-
biner, the sign—sign LMS algorithm is used. The following sub-
sections describe the adaptive algorithms used in each part of
the RLS-LMS predictor.

A. DPCM Predictor

As the first predictor in the cascade, the DPCM predictor is
a simple first-order predictor with the coefficient set to 1, i.e.,
the previous input sample is used as the estimate of the current
input sample. The DPCM predictor is given by

y1(n)

e1(n)

z(n—1) “)
w(n) = yi(n) (5)

where y;(n) is the estimate of the first prediction stage, e1(n)
is the prediction residual, and 2(n — 1) is the previous input
sample.

B. RLS Predictor

The RLS predictor is the second predictor in the cascade. The
RLS algorithm is used to adapt the predictor coefficients. The al-
gorithm is initialized by setting the inverse autocorrelation ma-
trix P as follows:

P(0) = 6I

where 6 is a small positive number, I is an My x M, identity
matrix, and My is the order of the RLS predictor. The predictor
coefficient vector ay(n), defined as

is initialized by
32(0) =0.

Here, the symbol 7" denotes the operation of vector transpose.
Define

ei(n) =[ei(n—1),e1(n—2),...,e1(n — My)]*

as the RLS predictor input vector, for each instance of time,

n = 1,2,..., the following calculations are made:

v(n) =P(n—1)ei(n) (6)

_— { m7 if el (n)v(n) #0 o

1, else

k(n) =mv(n) 8)

ya(n) =al(n —1)ei(n) 9

ea(n) =e1(n) — ya2(n) (10)

az(n) =az(n — 1) + k(n)ea(n) (11)

P(n) =Tri{A\"'(P(n — 1) —=k(n)v'(n))}. (12

In (12), ) is the forgetting factor that is a positive value slightly
smaller than 1. Tri{.} denotes the operation of first computing
the lower triangular part of P(n), and then copying the values
in the lower triangular to the upper triangular according to

Pij = Pji

where p; ; is the element of matrix P(n) at the ith row and the
Jth column.
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There is a slight difference between the above RLS algorithm
and the standard version in [18]. The denominator in (7) is given
by {eT(n)v(n)} instead of {\ + eT (n)v(n)} as defined in the
standard RLS algorithm. The reason of why A is neglected from
the summation is that )\ is several orders of magnitude smaller
than {e? (n)v(n)} when the input signals are 16-bit PCM sam-
ples.

C. LMS Predictor

The RLS-LMS predictor has a series of LMS prediction
stages. The NLMS algorithm [19] is used to adapt the coeffi-
cients of the LMS predictors. For the LMS predictor in the kth
stage, the coefficient vector

ag(n) = lari1(n), ar2(n),. .., ax (n)]T
is initialized by
ak(O) =0

where M, is the order of the predictor.
Define

er—1(n) = [ex—1(n —1),ex_1(n —2),...,ex_1(n— My)]"

as the input vector to the kth prediction stage, for each instance

of time, n = 1,2, .. ., the following calculations are made:
yr(n) =a; (n — 1)ey_1(n) (13)
er(n) =er—1(n) — yr(n) (14)
ai(n) =ag(n — 1) + —ckmee1(n) (15)

1+ prel _(n)eg_1(n)
where p1, > 1 is the stepsize of the NLMS algorithm.

D. Linear Combiner

The linear combiner multiplies a set of coefficients to the es-
timates from the DPCM, RLS, and LMS prediction stages. The
results are summed up together to provide the estimate of the
current input sample. The sign—sign LMS algorithm is used to
adapt the coefficients of the linear combiner.

The coefficient vector is defined as

T

C(’I’L) = [Cl (n), CZ(TL)v <oy CK (’I’L)]

where K is the number of prediction stages in the cascade. The
input vector is given by

T

y(n) = [y1(n),y2(n), ..., yx(n)]".

The estimate of the RLS-LMS predictor is calculated as
i(n) = c’(n)y(n). (16)
The linear combiner coefficients are updated according to

c(n+1) = c(n) + asguly(n)] sgulz(n) - #(n)]  (17)
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Fig. 3. Joint-stereo prediction.

where the sgn function is defined as
>0

L
sgn[r]:{O, r=0 .
-1, <0

(18)

If the input to the sgn function is a vector, the output is also
a vector that contains signs of each individual elements in that
vector. The stepsize « takes a small positive value.

IV. JOINT-STEREO PREDICTION

For mono audio signals, the correlation that linear prediction
tries to reduce is among audio samples within the same channel.
This type of correlation is called intrachannel correlation. On
the other hand, for stereo audio signals correlation also exists
between samples in different channels. This type of correla-
tion is referred to as interchannel correlation. Both intrachannel
and interchannel correlations are exploited by the RLS-LMS
predictor through a joint-stereo prediction, where past samples
from both L and R audio channels are used in estimating the cur-
rent sample of each channel. This joint-stereo prediction is im-
plemented in the second prediction stage as illustrated in Fig. 3.

In Fig. 3, the intrachannel predictor a; generates an esti-
mate for the L channel by using L channel samples. At the
same time, the interchannel predictor by, generates another es-
timate by using samples in the R channel. The two estimates
are added together to give the output estimate of the RLS pre-
diction stage for the L channel. Let M, and M, be the orders
of the intrachannel predictor ay, and interchannel predictor by,
respectively, and the L channel estimate is given by

M, M,
yr(n) = Z armer(n—m)+ Z brmzr(n —m) (19)
m=1 m=1

where ar, ,,, and by ,,, are coefficients of predictor ar, and pre-
dictor by, respectively. z1,(n), and zg(n) are input samples in
the L and R channels.
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Similarly, the R channel estimate is given by

M, My—1
yr(n) = Z armTr(n—m)+ Z brmzL(n—m) (20)
m=1 m=0

where ag », and br ,, are coefficients of the intrachannel pre-
dictor ag and the interchannel predictor b g, respectively. Note
that the second summation term in (20) starts from O instead of
1 as in (19). The reason is that, in the ALS decoder, audio sam-
ples are reconstructed in the order of

[' e 737L<n - 1)7:171%!(” - ]-)7
zr(n),zr(n),zr(n+1),zr(n+1),...].

This order ensures that the L channel sample x 1, (n) is consis-
tently decoded before the R channel sample  g(n), which mo-
tivated the use of z:1,(n) for the decoding of zg(n).

In joint-stereo prediction, the coefficients of the intra- and in-
terchannel predictors are updated using the RLS algorithm given
in Section III-B. For the L channel, the input vector and coeffi-
cient vector are given by

J}R(TL— 1),...,.’1}R(n — M;,)]T

WL(’fL> :[aLvl(n), cey aLJ\,[a(n), bLyl(’fL), ceey bL’]\,[b(n)]T

21
(22)

respectively. For the R channel, the input vector and coefficient
vector are given by

xp(m)=[zr(n—-1),..., zr(n — M,),
zr(n),...,xp(n— M, +1)]" (23)
wr(n) =[ap(n), ..., ap (1), bra(n), .. branm)]  (24)

respectively. In joint-stereo prediction, the RLS routine is first
called to update the L channel intra- and interchannel predictors,
and then called again to update the R channel predictors. There
are also two P matrices, one for each channel.

V. PREDICTOR OPTIMIZATION AND EXPERIMENTAL RESULTS

During the standardization process, extensive tests were con-
ducted to optimize the parameters of the RLS-LMS predictor.
To benchmark the performance of various lossless compres-
sors, MPEG used a common test set [21] that consists of sam-
pled waveforms of 15 different types of music. The sampling
frequency/resolution used are: 48 kHz/16 bit, 48 kHz/24 bit,
96 kHz/24 bit, and 192 kHz/24 bit. Each waveform lasts 30 s,
and the total playtime of the whole test set is 25 min. This test
set was also used to run various experiments in this paper.

A. Predictor Signals and Residual Distribution

Fig. 4 illustrates a segment of typical input and output sig-
nals of the RLS-LMS predictor. The typical probability density
distributions of the residual signals are shown in Fig. 5 for the
following three predictor configurations:

15000

10000 ~
5000 -
)
=
©
>
<@ 0
o
£
©
%]
-5000 -
-10000 -
-15000 T T T T T T T
0 5000 10000 15000 20000 25000 30000 35000
Input
15000
10000 -+
5000
)
=
©
>
@ 0
o
€
[
%]
-5000
-10000 -
-15000 T T T T T T T
0 5000 10000 15000 20000 25000 30000 35000
Estimate
300
200 A
100
)
=2
©
>
< 0
o
€
©
%]
-100 -
-200 A
-300 T T T T T T T
0 5000 10000 15000 20000 25000 30000 35000
Residual

Fig. 4. Input and output signals of the RLS-LMS predictor.

1) DPCM (using only the first prediction stage);

2) DPCM + RLS (using the first and second prediction

stages);

3) DPCM + RLS + LMS (using all the prediction stages).
Fig. 5 shows that when the number of prediction stages in-
creases, the residual distribution tends to concentrate towards
the center. The entropies of the distributions in the figure are:
1)9.63, 2) 6.54, and 3) 6.08, respectively. The results show that
the entropy is not reduced enough by the DPCM predictor alone,
and significant improvement can be obtained by the subsequent
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Fig. 5. Residual distributions for three predictor configurations (above) and a
close-up of the central region of the distributions (below).

TABLE I
COMPRESSION RATIOS FOR VARIOUS RLS-LMS PREDICTOR CONFIGURATIONS
No. | Predictor Configuration Compression Ratio
1 DPCM + RLS + LMS 2.172
2 RLS + LMS 1.935
3 DPCM + LMS 2.126
4 DPCM + RLS 2.089
5 DPCM + mono RLS + LMS 2.109
6 DPCM + LMS + RLS 2.165

RLS predictor. The LMS predictor reduces the entropy further
by about 10%.

B. Various Predictor Configurations

The RLS-LMS predictor can be configured in a number of
ways. A few intuitive configurations are listed in Table I. These
configurations are compared in terms of compression ratio,
which is defined as

original filesize

compression ratio = (25)

compressed filesize

In Table I, six predictor configurations are compared. Among
the six predictor configurations, Configuration 1 is the selected
configuration with cascaded prediction stages in the sequence

1 DPCM + RLS + LMS ‘
c 2 RLS + LMS
Re]
S
=]
> 3 DPCM + LMS ‘
=
c
o
o
,g 4 DPCM + RLS ‘
£
o
o
5 DPCM + mono RLS + LMS ‘
6 DPCM + LMS + RLS ‘
1.90 1.95 2.00 2.05 2.10 2.15 2.20

Compression ratio

Fig. 6. Compression ratios for various RLS-LMS predictor configurations.

TABLE II
COMPRESSION RATIOS FOR VARIOUS CONFIGURATIONS
OF LMS PREDICTION STAGES

No. | LMS Configuration | Compression Ratio
1 300 + 72 + 12 2.162
2 192 + 128 + 64 2.157
3 128 + 128 + 128 2.152
4 | 64+ 128 + 192 2.153
5 12 + 72 + 300 2.155
6 | 64+ 256 + 64 2.156
7 160 + 64 + 160 2.155

of DPCM, followed by RLS, and finally LMS. Configurations
24 contain only two stages in the cascade, with one stage
turned off. Configuration 5 uses only intrachannel prediction
(as inferred from the term “mono’”) with no interchannel pre-
diction. In Configuration 6, the position of the RLS and LMS
prediction stages are swapped. To facilitate our analysis, the
results listed in Table I are plotted in Fig. 6. The results show
that Configuration 1 produces the highest compression ratio.
This configuration is actually the one adopted by the standard.
A 3% improvement in compression ratio is also found by
comparing Configuration 1 (using joint-stereo prediction) with
Configuration 5 (using only intrachannel prediction).

C. Configuration of LMS Prediction Stages

The RLS-LMS predictor contains a cascade of LMS predic-
tion stages. Each stage is an LMS predictor of a certain order.
Various configurations of the LMS predictor cascade are com-
pared in Table II, where the second column lists the different
combinations of LMS predictor orders. Each of the configura-
tions in the table is comprised of three LMS stages, and has a
total predictor order of 384.

In the first two configurations listed in Table II, the LMS
cascade has predictor orders of descending values. Configura-
tion 3 uses predictors of equal order, while in Configurations 4
and 5, the predictor orders are increasing in sequence. The final
two configurations show two alternative combination patterns of
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1 300 +72+12
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1 1 1
2.145 2.150 2.155 2.160 2.165

Compression ratio

Fig. 7. Compression ratios for various configurations of LMS predictor stages.

TABLE III
COMPRESSION RATIOS FOR CONFIGURATIONS
WITH ONE TO SiX LMS PREDICTION STAGES

No. | Predictor Configuration Compression Ratio
1 512 2.139
2 384 + 128 2.159
3 384 + 112 + 16 2.165
4 | 384+90+30 +38 2.165
5 360 + 100 + 36 + 12 + 4 2.164
6 | 300+ 120+60+22+8+2 2.162

“short-long-short” and “long-short-long,” respectively. For ease
of comparison, the results of Table II are plotted in Fig. 7. The
results show that the highest compression ratio is provided by
Configuration 1, which is also the selected configuration of the
RLS-LMS predictor. Configuration 1 confirms the observation
in [19] that predictor orders should optimally be in a sequence of
descending values. In addition, we find that a better compression
ratio can be obtained when the LMS predictor orders are sepa-
rated by wide margins, as demonstrated by the performances of
Configurations 1 and 2.

D. Number of LMS Prediction Stages

The RLS-LMS predictor can be configured to use different
numbers of LMS prediction stages. Table III lists the configura-
tions where one to six LMS stages are used. The total order of
LMS predictors in each configuration is fixed at 512.

In Table III, the LMS prediction stages are configured
in a descending pattern of predictor orders, as suggested in
Section V-C. The results are also shown in Fig. 8. The com-
pression ratio is found to peak at three LMS prediction stages,
which suggests that the RLS-LMS predictor needs no more
than three LMS stages.

E. Configuration of Linear Combiner

In the RLS-LMS predictor, the final estimate is generated by
multiplying the intermediate estimates obtained from the pre-
diction stages by the linear combiner coefficients and summing
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Fig. 8. Compression ratios for configurations with one to six LMS prediction
stages.

TABLE IV
COMPRESSION RATIOS FOR LINEAR COMBINER CONFIGURATIONS
WITH ZERO TO FIVE NONUPDATE COEFFICIENTS

No. Configuration of Combiner Coefficients Compression
DPCM | RLS | LMS1 | LMS2 | LMS3 Ratio
1 1 * * * * 2.158
2 1 1 * * * 2.172
3 1 1 1 * * 2.171
4 1 1 1 1 * 2.169
5 1 1 1 1 1 2.167

up the results. The coefficients of the linear combiner are up-
dated by the sign—sign LMS algorithm. We find that the best
compression ratio can be obtained by updating only part of the
combiner coefficients, while setting the others to 1. The con-
figurations of the linear combiner coefficients are illustrated in
Table IV, where the five central columns list the values of the
combiner coefficients. Each of these columns corresponds to the
prediction stage that is indicated by the column header. Value
“1” in the table indicates that the coefficient is fixed to 1, while
a “**” means that the coefficient is adaptively updated. Six con-
figurations of the combiner coefficients were tested, with the
number of fixed, nonupdate coefficients increasing from zero to
five. The corresponding compression ratios are plotted in Fig. 9.
As evident from the graph, the highest compression is achieved
by fixing the first two combiner coefficients to 1, while adap-
tively updating the other three coefficients.

F. Comparison of Lossless Compressors

A number of state-of-the-art lossless compressors were used
to benchmark the performance of the RLS-LMS predictor. The
experiments were run on a Pentium IV 2.4-GHz PC, and the re-
sults are summarized in Table V. The lossless compressors used
are divided into two categories: standard coders from MPEG
and nonstandard proprietary ones. The first category includes
the MPEG-4 SLS RMS [22] and the MPEG-4 ALS RM18 [23]
running in two predictor modes: the RLS-LMS mode and the
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Fig. 9. Compression ratios for linear combiner configurations with zero to five
nonupdate coefficients.
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Fig. 10. Comparison of lossless compressors.

TABLE V
COMPARISON OF LOSSLESS COMPRESSORS

Lossless Compression | Speed (X realtime)

Compressors Ratio Encode | Decode
ALS RM18 (RLS-LMS) 2.172 04 04
Standard | ALS RMI18 (LPC) 2.148 20 40
SLS RMS 2.123 22 25
Non- OptimFROG 4.600ex 2.174 1.2 2.1
standard | Monkey’s Audio 3.99 2.097 6 6

LPC mode. Both these coders were implemented in 32-bit fixed-
pointed C code. Coders for the second category are selected ac-
cording to the following considerations: OptimFROG [3] is re-
ported [24]-[26] to be one of the top lossless audio coders in
terms of the compression ratio, and is therefore used as a major
benchmark for our comparison. Because of the widespread pop-
ularity over internet, the Monkey’s coder [1] is also included
in the comparison. The compression ratio results are plotted in
Fig. 10.

Clearly, the highest compression ratio is provided by Optim-
FROG 4.600ex, closely followed by the ALS RM18 coder run-
ning in the RLS-LMS predictor mode. This suggests that the

latter becomes one of the top performers in the field in terms
of the lossless compression ratio. Among the five tested coders,
the ALS RM 18 coder running in the RLS-LMS predictor mode
gives the slowest encoding/decoding speed. This slow speed of
the coder results from the high complexity of the RLS-LMS
predictor, which consists of a computationally intensive RLS
filter, as well as large-order LMS filters.

The ALS reference software RM18 was implemented in
32-bit fixed-point arithmetics. In the RLS-LMS predictor,
to guarantee convergence of the adaptive coefficients update
recursions, computations inside the RLS recursions must be
performed with a high numerical precision [18]. This require-
ment is generally not a problem for implementations done in
double-precision floating-point, but remains a challenging issue
for fixed-point implementations because of the much smaller
dynamic range to represent values in fixed-point. In the RLS
and NLMS recursions, each multiplication/division operation
is coupled with necessary prescaling, postscalings, and range
comparison instructions to keep the numerical precision high.
As a result, a multiplication done in one floating-point step can
only be achieved by several fixed-point steps. This overhead
with fixed-point implementation also contributes to the high
complexity of the RLS-LMS predictor.

The MPEG-4 lossless audio compression standard provides
a range of coders to handle different application scenarios. For
example, the SLS coder provides lossless bitstream that can be
arbitrarily truncated to cater for different transmission band-
width requirements. The ALS coder running in the LPC pre-
dictor mode has a very high encoding/decoding speed. Among
all the coders in the standard, the ALS coder in the RLS-LMS
predictor mode provides the highest level of audio compression.

VI. CONCLUSION

This paper provides a detailed description of the cascaded
RLS-LMS predictor in the MPEG-4 ALS standard. The pre-
dictor consists of a cascade of linear prediction stages in the
sequence of a DPCM predictor, followed by an RLS predictor,
and finally a series of LMS predictors. A linear combiner then
sums up the intermediate estimate signals from these prediction
stages to generate the final estimate signal of the RLS-LMS pre-
dictor. Various configurations were experimented with the pre-
dictor to optimize the predictor settings. The results from these
experiments provide valuable insights and guidelines to the field
of cascaded adaptive filter design. The ALS coder running the
RLS-LMS predictor demonstrates a compression ratio that is
on par with the best lossless audio coders in the field. An impor-
tant work in the future is to reduce the high computational com-
plexity of the predictor. Some potential strategies are optimizing
parameters of the adaptive algorithms so that the orders of the
RLS and LMS predictors can be kept low and choosing adap-
tive algorithms that are less computationally intensive than the
RLS and NLMS algorithms. The core portion of the RLS-LMS
predictor is made up of a highly efficient, fast-tracking cascaded
adaptive filter, which also has a wide range of applications in-
cluding: system identification, blind source classification and
separation, channel equalization, beam-forming, and noise can-
celation.
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