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Matching remotely sensed and field-measured tree size
distributions
Jari Vauhkonen and Lauri Mehtätalo

Abstract: Undetected trees and inaccuracies in the predicted allometric relationships of tree stem attributes seriously constrain
single-tree remote sensing of seminatural forests. A new approach to compensate for these error sources was developed by applying
a histogram matching technique to map the transformation between the cumulative distribution functions of crown radii extracted
from airborne laser scanning (ALS) data and field-measured stem diameters (dbh, outside bark measured at 1.3 m aboveground). The
ALS-based crown data were corrected for the censoring effect caused by overlapping tree crowns, assuming that the forest is an
outcome of a homogeneous, marked Poisson process with independent marks of the crown radii. The transformation between the
cumulative distribution functions was described by a polynomial regression model. The approach was tested for the prediction of
plot-level stem number (N), quadratic mean diameter (DQM), and basal area (G) in a managed boreal forest. Of the 40 plots studied, a
total of 18 plots met the assumptions of the Poisson process and independent marks. In these plots, the predicted N, DQM, and G had
best-case root mean squared errors of 299 stems·ha−1 (27.6%), 2.1 cm (13.1%), and 2.9 m2·ha−1 (13.0%), respectively, and the null
hypothesis that the mean difference between the measured and predicted values was 0 was not rejected (p > 0.05). Considerably less
accurate results were obtained for the plots that did not meet the assumptions. However, the goodness-of-fit of the predicted diameter
distribution was especially improved compared with the single-tree remote sensing prediction, and observations realistically obtain-
able with ALS data showed potential to further localize the predictions. Remarkably, predictions of N showing no evidence against
zero bias were derived solely based on the ALS data for the plots meeting the assumptions made, and limited training data are
proposed to be adequate for predicting the stem diameter distribution, DQM, and G. Although this study was based on ALS data, we
discuss the possibility of using other remotely sensed data as well. Taken together with the low requirements for field reference data, the
presented approach provides interesting practical possibilities that are not typically proposed in the forest remote sensing literature.

Key words: forest inventory, airborne laser scanning, light detection and ranging (LiDAR), Boolean model, marked point pattern,
histogram matching, mixed-effects modeling, diameter distribution, forest structure.

Résumé : Les arbres non détectés et les imprécisions dans la prédiction des relations allométriques d'attributs de la tige des arbres
restreignent l'usage de la télédétection à l'arbre près (TAP) dans les forêts seminaturelles. Une nouvelle approche de compensation de
ces sources d'erreur a été développée en appliquant une technique d'appariement d'histogrammes. La démarche avait pour but de
cartographier la transformation entre la fonction cumulative de distribution (FCD) des rayons des cimes, extraits par balayage laser
aéroporté (BLA), et celle du diamètre des tiges mesuré sur le terrain (diamètre sur écorce mesuré à 1,3 m du sol). Les mesures de cime
obtenues par BLA ont été corrigées pour tenir compte de l'effet de troncature causé par la superposition de la cime des arbres, en
supposant que la forêt est le résultat d'un processus ponctuel marqué de Poisson homogène et que les rayons des cimes correspondent
à des marques indépendantes. La transformation entre les FCD a été décrite au moyen d'un modèle de régression polynomiale.
L'approche a été testée pour la prédiction du nombre de tiges par placette (N), du diamètre quadratique moyen (DQM) et de la surface
terrière (G) dans une forêt boréale aménagée. Sur les 40 placettes étudiées, 18 au total respectaient les hypothèses du processus de
Poisson et des marques indépendantes. Dans ces placettes, les valeurs prédites de N, de DQM et de G avaient des erreurs quadratiques
moyennes optimales de respectivement 299 tiges·ha−1 (27,6 %), 2,1 cm (13,1 %) et 2,9 m2·ha−1 (13,0 %) et l'hypothèse nulle impliquant que
la différence moyenne entre les valeurs mesurées et prédites est égale à 0 n'a pas été rejetée (p > 0,05). Des résultats considérablement
moins précis ont été obtenus pour les placettes qui ne respectaient pas les hypothèses. Cependant, la qualité de l'ajustement de la
distribution diamétrale prédite a été particulièrement améliorée par rapport à la prédiction de la TAP. Les observations réalistes
obtenues avec les données de BLA ont démontré qu'il est ainsi possible d'obtenir des prédictions à l'échelle locale. Il est remarquable
que des prédictions de N, pour lesquelles aucun biais ne pouvait être démontré, aient été obtenues en se basant uniquement sur les
données de BLA des placettes respectant les hypothèses retenues. Ainsi, nous croyons qu'une quantité limitée de données d'étalonnage
serait suffisante pour prédire la distribution diamétrale des tiges, le DQM et la G. Bien que l'étude soit fondée sur des données de BLA,
nous discutons de la possibilité d'utiliser également d'autres données de télédétection. Tout en exigeant peu de données terrain de
référence, l'approche présentée ici offre des possibilités pratiques intéressantes qui ne sont généralement pas proposées dans la
littérature traitant de télédétection des forêts. [Traduit par la Rédaction]

Mots-clés : inventaire forestier, balayage laser aéroporté, détection et télémétrie par ondes lumineuses (LiDAR), modèle booléen, motif
ponctuel marqué, appariement d'histogrammes, modélisation avec effets mixtes, distribution diamétrale, structure de la forêt.
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1. Introduction
The diameter (dbh, outside bark measured at 1.3 m aboveground)

distribution of trees within a sample plot is a highly important attri-
bute, characterizing both the economic and ecological values of a
forest. In field inventories, a diameter distribution may be obtained
by measuring diameters of trees within a certain area or by estimat-
ing the parameters of a theoretical distribution model using plot- or
stand-level variables as predictors. In contrast, remote sensing pro-
vides distributions of auxiliary variables from which stem diameters
must be predicted (e.g., Maltamo and Gobakken 2014). In this re-
spect, detecting and delineating single trees from remotely sensed
(RS) data is a particularly interesting alternative, because the obser-
vations of individual tree heights or crown dimensions readily de-
scribe tree size and, in simplified terms, correspond to allometric
transformations of the stem diameters (see, for example, Korpela
2007).

Forest inventories based on detecting single trees from RS prod-
ucts such as aerial and satellite images and airborne laser scan-
ning (ALS) data have indeed been a popular research topic in the
2000s (Hyyppä et al. 2008; Ke and Quackenbush 2011). The most
common tree detection methods (Hyyppä et al. 2008) and the later
processing steps (cf. Korpela and Tokola 2006; Breidenbach and
Astrup 2014) are fundamentally similar for different RS data
sources. In the following text, we use “single-tree remote sensing”
(STRS; Korpela and Tokola 2006) as an umbrella term for the full
sequence of steps, including tree detection, feature extraction,
and estimation of tree attributes. By “RS crown radii”, we refer to
observations of crown radii derived from RS data by applying a
tree detection and delineation method such as the one described
in section 3.1. The RS crown radii are thus subject to the parame-
terization of the method but are likely affected more by the pre-
vailing forest structure than by an algorithm or data source
(Larsen et al. 2011; Vauhkonen et al. 2012).

Multiple studies have focused on the individual steps of the
STRS, but only a few have reported plot- or stand-level estimates
obtained as a result of the full detection and estimation procedure
(Korpela et al. 2007; Peuhkurinen et al. 2007, 2011; Vauhkonen
et al. 2014). The accuracy of the aggregated estimates has been found
to depend on multiple factors, including both tree detection and
tree-level estimation errors. Undetected trees and errors in allomet-
ric model predictions degrade the accuracies of plot- and stand-level
estimates and seriously constrain STRS of seminatural forests
(Korpela et al. 2007). As a result, area-based estimation approaches
are preferred in practical forest inventories (e.g., McRoberts et al.
2010; Maltamo et al. 2011).

Despite the limited ability of delineated tree crowns to depict the
entire tree stock, crown segments produce information on physical
tree dimensions (e.g., crown radii) that is not provided by plot- or
stand-level analyses. Therefore, it is intuitive to develop approaches
that combine the detected trees with an attempt to minimize the
systematic errors in tree detection and estimation. Several ap-
proaches to compensate for the undetected trees have been devel-
oped, typically relying on either theoretical (Maltamo et al. 2004;
Mehtätalo 2006) or empirical (Flewelling 2008; Lindberg et al. 2010;
Breidenbach et al. 2010) models to predict the actual number of trees
within the segmented tree crowns. The empirical approaches, in
particular, require field-measured tree coordinates to link the trees
with the segments. However, accurate tree locations are rarely deter-
mined in practical forest inventories (e.g., Maltamo et al. 2011), and
the practical applications of the proposed approaches may thus be
currently limited.

Assuming certain conditions that prevent the trees from being
detected, it may be possible to derive a detection probability, i.e., the
detectability of a tree. Although the use of detection probabilities to
improve estimates of wildlife populations is common, it has been
rare in forest-inventory literature. Mehtätalo (2006) proposed a
model-based approach to estimate the detectability of a tree accord-

ing to its relative size in the stand. The approach assumes that the
tree locations are generated by the spatial marked Poisson point
process, with density � (trees·m−2) and crown radii as independent
random marks. This model is called the Boolean model in the liter-
ature of stochastic geometry (Stoyan et al. 1995). It is then assumed
that a tree is detectable if the crown center does not fall within a
larger tree crown. The approach provides an estimator for stand
density based on the observed canopy closure and the estimated
mean crown area of the stand. When tested on data simulated to
meet all of the stated assumptions, the model-based approach suc-
cessfully compensated for the undetected trees and provided accu-
rate estimates of stand density. However, the assumptions made are
unrealistic for all seminatural forest types, and the sensitivity of
failing the assumptions and the resulting effects on the obtained
result are unknown.

Once the undetected trees are compensated for, the fundamen-
tal problem with STRS is the transformation from the RS crown-
size distribution to the stem-diameter distribution. Due to error
propagation resulting from the steps of conventional STRS (e.g.,
Korpela et al. 2007) and complications to the overall inventory
system due to the requirement for mapped trees for model fitting
or calibration, it could be beneficial if the entire transformation was
carried out at the aggregate (e.g., plot) level, omitting the need to
match RS trees with field-measured ones. Histogram matching, or
more universally distribution matching (DM), is a well-known tech-
nique established in the field of digital-image processing for this
purpose (Gonzalez and Woods 2008). Earlier forest remote-sensing
applications of DM are especially related to the calibration of various
data sources such as satellite data (e.g., Olsson 1993; Gilichinsky et al.
2011) or radar data (Pantze et al. 2014), multitemporal ALS data
(Nyström et al. 2013), multiplatform laser scanning data (Hopkinson
et al. 2013), and predicted forest attribute distributions (Baffetta et al.
2012; Gilichinsky et al. 2012; Xu et al. 2014). It is proposed here that by
predicting an accurate transformation function for the considered
forest structure type (section 3.2; Fig. 1), the DM technique could be
used to map the transformation from the RS distributions of crown
radii to those of stem diameters. Due to inherently operating with
distributions, the approach could simplify conventional STRS (cf.
Korpela et al. 2007) and potentially improve its operational premises,
particularly with respect to data collection.

The purpose of this study was to test the DM technique for mod-
eling the transformation from the RS tree crown radii to the field-
measured stem diameter. The Boolean model was used as a starting
point to correct the observed distribution of crown radii for the
censoring effect caused by overlapping tree crowns and to estimate
the stand density. The results were evaluated against the assump-
tions of the Boolean model. The proposed approach was compared
with a conventional STRS prediction. The simulations were carried
out using ALS data; however, the reader is advised to also pay atten-
tion to the applicability of the technique to tree size distributions
produced by other remote sensing materials suitable for STRS.

2. Material
The data were based on a typical, managed boreal forest in

eastern Finland (62°31=N, 30°10=E). The ALS data for the area were
collected on 26 June 2009 using an Optech ALTM Gemini laser
scanning system from approximately 720 m above ground level
with a field of view of 26°. Pulse repetition frequency was set to
125 kHz, and when the instrument was operated in a multipulse
mode, the nominal sampling density was 11.9·m−2.

Field measurements of a total of 79 field plots were carried out
in May–June 2010 (for further details, see Packalén et al. (2013) and
Vauhkonen et al. (2014)). A subset of these data, 40 plots with >95% of
basal area consisting of scots pine (Pinus sylvestris L.), was considered
here to focus the study on one tree species and simple stand struc-
ture, similar to Maltamo et al. (2012). In addition, the plot size was
standardized to 400 m2, rather than varying from 400 to 900 m2 as in
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Maltamo et al. (2012). Standardization was achieved by creating rect-
angular windows of 20 m × 20 m, with the center and orientation
corresponding to the original plot. The trees located within this win-
dow based on the measured tree coordinates were extracted for the
analyses. Table 1 presents the central characteristics of the field data.

3. Methods
DM is a technique to map the transformation between cumulative

distribution functions (CDFs) F1(x1) and F2(x2) of variables x1 and x2 by
looking for a monotonic transformation g(x1) that produces as accu-
rate a match, F1(g(x1)) = F2(x2), as possible. In our case, F1(x1) and F2(x2)
were the CDFs of the RS crown radii and field-measured stem diam-
eters, respectively. STRS produces information on the crowns of de-
tected trees only. Therefore, the observed distribution of crown radii
is censored from the left tail, i.e., small trees are underrepresented.
In addition, scaling the observed distribution to a per-plot basis re-
quires information on stand density, which is underestimated when
based only on the detected trees. A satisfactory solution to this prob-
lem is needed before the DM can be conducted. In the following text,
section 3.1 presents our algorithm for producing the crown radii data
based on ALS data and correcting the observed data for the censoring
effect, section 3.2 presents the subsequent DM, and section 3.3 de-
scribes an additional analysis in which the matching function of the
DM was augmented with a plot-specific predictor to account for the
varying forest structure.

3.1. Generating crown-radius distributions
The observations of crown radii were based on tree crown seg-

ments extracted from a canopy height model (CHM) raster with a
resolution of 0.5 m. The CHM was first low-pass filtered using Gauss-
ian kernels, with the size of the smoothing window increasing as a
stepwise function of the heights of the CHM (Pitkänen et al. 2004).
The segments were created around the local maxima using water-
shed segmentation with a drainage-direction-following algorithm
(Pitkänen 2005). Pixels lower than 2 m were masked out from the
crown segments, and small segments, at most three pixels in size,
were combined with one of the neighbor segments based on the
smallest average gradient on the segment boundary between two
segments. The method and the parameters applied are described in
more detail by Packalén et al. (2013).

The resulting crown segments are censored by the (unknown)
size-dependent detectability, p(r), which expresses the probability
of detecting a tree of certain crown radius, r, from the air. The
detectability can also be interpreted as the inclusion probability
of the tree in the sample (see chapter 16 in Thompson (2012)). We
start by assuming that the tree-crown radii on the plot (including
the trees that are not detectable) are a sample from a continuous
distribution, with a CDF of the following Weibull form:

(1) F(r) � 1 � exp��� r
����

where � and � are unknown parameters.

Fig. 1. The principle of the DM technique applied (schematic). The
matching of two cumulative distribution functions (top figure) produces a
transformation function (middle), the variation of which among all the
plots studied is shown (bottom). DBH, diameter at breast height.

Table 1. Mean, standard deviation (SD), minimum, and maximum of the
forest attributes in the plots studied are presented.

Attribute Data Mean SD Minimum Maximum

N, stems·ha−1 All 1224 564 400 2250
OK 1085 486 400 2025

DQM, cm All 15.3 3.8 8.7 24.5
OK 15.8 3.7 10.1 22.2

G, m2·ha−1 All 23.4 5.9 12.2 35.1
OK 22.1 5.1 12.2 32.1

Note: Column “Data” refers to the studied data set, being either all plots
(n = 40) or a subset of OK plots (n = 18) as defined in section 3.5. N, stem number;
DQM, quadratic mean diameter; G, basal area.
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We assume that the tree locations are generated by the marked
Poisson point process, where the marks are circular crown seg-
ments with random radii centered at the tree location. Under this
Boolean model, we further assume that each individual tree is
detectable in the ALS data if the tree location does not fall within
the crown of a larger tree. Under these assumptions, the stand
density has the following relationship with the canopy closure (cc)
and expected squared crown radius E(r2) (Mehtätalo 2006):

(2) � � �
ln(1 � cc)

�E�r2�

Furthermore, the detectability of a tree with crown radius r is
given by

(3) p(r;�) � (1 � cc)��
1

E(r2)
�

t

∞

t2 f (t)dt

where � is the stand density, f�r� �
d
dr

F�r� is the probability
density function (PDF) of crown radius, and E�r2� � �0

∞ r2f
�r�dr is the mean squared crown radius. The PDF of crown radii for
the detectable trees is of the form of weighted distribution:

(4) fD(r) �
p(r;�)f(r)
E(p(r;�))

where E�p�r;��� � �0
∞ p�r;��f�r�dr is the normalizing constant of

the weighted PDF.
To apply these equations, we first estimated the canopy closure

as the area of the segmented CHM within the plot in proportion to
the total plot area. This allowed � to be eliminated from fD(r) (eq. 4)
by using eq. 2 and the observed canopy closure, so that the PDF of
detectable trees could be parameterized using the Weibull param-
eters � and � only. These parameters were estimated by fitting the
PDF of the detectable trees to the detected trees. We used the
standard method of maximum likelihood. Using the resulting
parameter estimates in the Weibull distribution (eq. 1) provided
the estimated distribution of crown radii for all trees, which was
uncensored for the effect of detectability. This distribution fur-
ther allowed computing the expected value of crown radii to esti-
mate the stand density (eq. 2), which was used in scaling the
estimated distribution to the plot or per-hectare level.

3.2. Distribution matching
After estimating the distribution of crown radii, a crucial ques-

tion is how to predict the diameter distribution based on it. A
traditional solution is to match the detected tree crowns with the
field-measured stem diameters based on locations and to fit a
regression model based on these data. This approach requires that
tree locations are determined in the field, which is highly labor
intensive. DM adopts another approach by matching the corre-
sponding percentiles of the estimated distribution of crown radii
(eq. 4) with the field-measured distribution of stem diameters at
the plot level. This kind of matching is justified if the size order of
trees is (at least approximately) the same with respect to both
stem diameter and crown diameter, i.e., the relationship of crown
radius to stem diameter is monotonic. From a practical point of
view, an important benefit to this matching is that field-measured
tree locations are not needed.

The transformation between the tree size distributions was
modeled by means of polynomial regression analysis. A second-
order polynomial was found to adequately describe the transfor-
mation without introducing an extra number of parameters to be
estimated. To consider the between-plot differences of the trans-
formations (Fig. 1), a mixed-effects model was used (Lindstrom and

Bates 1990; Pinheiro and Bates 2000) in which the fixed-effects
part of the model was augmented with random parameters that
were estimated for each plot. To produce smooth transformation
functions as in Fig. 1, the CDF of the stem diameters was modeled
by the Weibull function similar to the crown radii (section 3.1). Let
dsi be the ith percentile (i = 1, 2, …, 99) of the Weibull distribution
of diameters of plot s and rsi be the corresponding percentile of the
Weibull distribution for crown radii (eq. 4), which has been cor-
rected for the censoring effect as described in section 3.1. The
model to transform crown radii to stem diameter was specified as

(5) dsi � �1rsi � �2rsi
2 � z1srsi � z2srsi

2 � 	si

where �1 and �2 are fixed parameters, z1s and z2s are random plot
effects, which allow the transformation be plot specific, and 	si is
the residual error for plot s and percentile i. The second-order
polynomial of eq. 5 does not mathematically restrict the transfor-
mation to be monotonic; however, this did not lead to any prob-
lems in the empirical part of this study. This model was tested in
the DM in two ways: (i) as a population-averaged prediction, where
the random effects were given their expected values z1s = 0 and
z2s = 0, and (ii) as a plot-specific prediction, where the predicted
plot-specific random effects were utilized.

3.3. Augmenting the distribution matching with a
plot-specific predictor

Obtaining plot-specific predictions with eq. 5 would have re-
quired at minimum a pair of dsi and rsi observed from the target
forest, which is unrealistic from an operational inventory point of
view. In practice, only population-averaged estimates could thus
be obtained for a nonsampled plot, i.e., using the fixed part of
eq. 5. To improve this, an additional analysis was carried out to
augment the model with fixed effects to predict the random ef-
fects. First, eq. 5 was reduced to include the first random-effects
term and the residual error only. Then, the random parameters by
plot were predicted using a single ALS-based variable, computed
from the plot-level distribution of height values with an attempt
to characterize the forest structure. Specifically, the mean and
standard deviation of the height values, as well as the 5th, 10th,
20th, …, 90th, and 95th percentiles and the corresponding pro-
portional densities of the ALS-based canopy height distribution,
calculated according to Korhonen et al. (2008, pp. 502–503), were
all considered as a variable x to predict the random plot-level
effects. The variable having the highest correlation with the ran-
dom plot-level effects was included in the model in the following
form:

(6) dsi � �1rsi � �2rsi
2 � z1srsi � 	si

where dsi, rsi, �1, �2, z1s, and 	si correspond to eq. 5. The random
effect z1s was predicted by a submodel

(7) z1s � � � 
xs � 	s

where � and 
 are the fixed parameters for plot variable x of plot s,
fit together with eq. 6. When predicting the percentiles of the
stem diameter distribution, eq. 6 was applied by replacing z1s with
the value predicted by eq. 7. The model fitting was done in a single
step by the nlme package of R (Pinheiro et al. 2013).

3.4. Benchmark method
A benchmark diameter distribution was derived according to a

conventional STRS (cf. Korpela et al. 2007), i.e., by assigning the
delineated tree crowns with the largest stem diameter observed
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within the segment and fitting a tree-level model to these cen-
sored tree-crown data. The model used tree height and crown
radius as the predictor variables. The fitted model was

(8) dsj � �0.57 � 0.28hsj
1.32 � 2.04rsj

0.92 � 	sj

where dsj is the stem diameter (cm) of the matched tree j on plot s,
and hsj and rsj are the corresponding ALS-based tree height (m) and
crown radius (m) estimates, respectively. The coefficient of determi-
nation (R2) and the root mean squared error (RMSE; see section 3.5)
for this model were 0.79 cm and 2.6 cm (14.6%), respectively. The
plot-specific diameter distribution was composed by applying eq. 8
to each tree crown observed within the plot.

3.5. Evaluation and performance measures
The full field reference data of 40 plots were employed for both

the model fitting and evaluation. The forest attributes estimated
and evaluated for their accuracy and precision were the stem
number (N), quadratic mean diameter (DQM), and basal area (G).
Attributes N and DQM resulted from the analyses of sections 3.1
and 3.2–3.3, respectively, whereas G was derived as G = 1/40 000 ×
N × � × DQM2 based on the estimated diameter distribution of the
plot.

The accuracy of the plot-level aggregated statistics (i.e., DQM, N,
and G) was evaluated using graphs and two goodness-of-fit mea-
sures, RMSE and average bias, calculated as

(9) RMSE � ��s�1

n

(ys � ŷs)
2

n

and

(10) bias �
�s�1

n

(ys � ŷs)

n

where n is the number of plots, and ys and ŷs are the measured and
predicted attributes, respectively. The relative RMSE and bias
were calculated by dividing the RMSE and bias by the mean of the
reference attribute. A paired t test (� = 0.05) was used to test the
null hypothesis that the mean difference between measured and
estimated values was 0.

The goodness-of-fit between the measured and predicted diam-
eter distribution of each plot was assessed by the well-known
Kolmogorov–Smirnov (KS) test statistic (� = 0.05). Furthermore,
the correspondence of these distributions was quantified by
means of the error index (EI) proposed by Reynolds et al. (1988):

(11) EI � �
i�1

k

� fi � f̂ i�

where fi and f̂ i are the true and predicted stem number, respec-
tively, within a diameter class i, and k is the number of classes
with width = 2 cm. The absolute values were scaled to the ob-
served total number of stems and presented additionally in terms
of relative frequencies, the latter ones scaled between 0 (perfect
fit) and 1 (no overlap at all) (Packalén and Maltamo 2008).

The underlying assumptions on the spatial pattern and autocor-
relation (see section 3.1) were assessed by comparing the Clark
Evans index (CEI; Clark and Evans 1954) of the aggregation of a
point pattern and Moran's I autocorrelation coefficient (Gittleman
and Kot 1990), respectively, against those statistics under the Bool-
ean model (complete spatial randomness and independence of
marks; see also Bailey and Gatrell 1995). The tests were based on
the field data, i.e., tree coordinates and diameters, respectively.
Due to the small plot size, an edge-effect correction proposed by
Donnelly (1978) was applied to the derived CEIs. The tests were
carried out using the spatstat package of R (Baddeley and Turner
2005). In the following text, the plots with significantly regular
(REG, n = 16) or clustered (CLUS, n = 1) spatial pattern or positive
(POS, n = 5) or negative (NEG, n = 5) autocorrelation are treated
separately from the plots in which all assumptions were met (OK,
n = 18).

4. Results
The censored crown-radius distribution emphasized the largest

trees and produced a significant underestimate of N (Table 2). Ac-
counting for the detectability of the trees by means of uncensoring
the distribution compensated for the bias but produced a higher
RMSE for N. However, this increase was caused by a few plots with
large errors in predicted stand density (Fig. 2, upper right), in partic-
ular, by four plots with a seriously overestimated N.

The goodness-of-fit tests on the assumed Boolean model ex-
plained the errors obtained in the uncensored result, in that the

Table 2. A summary of the RMSE and bias values obtained for each attribute.

Attribute Equation(s) Distribution n RMSE RMSE% Bias Bias%

N, stems·ha−1 — C 40 629 51.4 500 40.9*
— C 18 538 49.6 442 40.7*
3 U 40 1030 84.2 −284 −23.2
3 U 18 299 27.6 83 7.6

DQM, cm 8 C 40 4.6 29.9 −3.5 −22.8*
8 C 18 4.2 26.5 −3.6 −23.1*
5, f U 40 3.1 20.6 0.3 2.1
5, f U 18 2.1 13.1 −0.2 −1.4
6, 7 U 40 2.3 15.0 −0.1 −0.4

G, m2·ha−1 5, f U 40 4.7 20.3 −0.9 −3.8
5, f U 18 2.9 13.0 1.0 4.4
5 U 40 15.8 67.7 −5.0 −21.3
5 U 18 4.9 22.0 0.8 3.5
6, 7 U 40 10.8 46.3 −3.8 −16.2

Note: “Distribution” indicates whether the prediction (obtained from an equation) was based on cen-
sored (C) or uncensored (U) crown-radius distribution. n is the number of validation plots, being either 40 (all
plots) or 18 (OK plots, i.e., plots where all assumptions were met). The letter “f ” indicates that only the fixed
part of eq. 5 was used. An asterisk (*) indicates statistical significance at the 95% confidence level according
to a paired t test. N, stem number; DQM, quadratic mean diameter; G, basal area.
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plots not meeting the assumptions at the 95% confidence level
produced the highest errors in N (Fig. 2). More precisely, the over-
estimates most frequently originated from the regular spatial pat-
terns and the underestimates from the clustered spatial patterns.
The errors resulting from lack of independence of crown radii were
marginal compared with the errors caused by violating the assump-
tion of a completely random spatial pattern of tree locations. The
estimates derived from the uncensored distributions were consider-
ably more accurate on the plots in which these assumptions were
met (Table 2). No similar tendencies on the accuracy of the estimates
were observed with the censored distribution (Table 2; Fig. 2).

In total, 25 of the 40 predicted diameter distributions differed
significantly from the reference ones when the prediction was
based on conventional STRS (the censored crown radii and eq. 8).
The corresponding figures when using the DM technique were 19
(eq. 5, population-averaged prediction) and 1 (eq. 5, plot-specific
prediction). Also based on the error indices (Table 3), both the
population-averaged and plot-specific predictions clearly improved
the correspondence between the predicted and reference diameter
distributions. Graphical assessment showed that, in most cases, the
DM technique was able to reproduce density functions closely corre-
sponding to the fitted Weibull functions, especially when applying
the plot-specific prediction (Fig. 3). The second-order polynomial
(eq. 5) was not able to reproduce the extreme shapes of the CDF;
however, in such cases, the initial Weibull function had only a mod-

erate fit with the reference distribution (see Fig. 3, lower panels).
Although the DQM extracted from the censored distribution was an
overestimate and emphasized the largest trees (Table 2), the null
hypothesis on equal observed and estimated DQMs could not be
rejected when the population-averaged prediction was used. When
employing the plot-specific prediction, the DM technique produced a
nearly 1:1 relationship between the reference and estimated DQMs.
The errors in N thus provide a dominating source of errors in the
further results.

Several ALS-based plot variables showed moderate to high cor-
relations with the random plot effects of eq. 5. The proportional
density at the 10th percentile height resulted in the highest
R2 value (R2 = 0.52) and was thus used to predict the random plot
parameter in eqs. 6 and 7. The use of eqs. 6 and 7 typically pro-
duced density functions that were closer to those observed (Fig. 3),
particularly in plots that deviated greatly from the population-
averaged estimates, and slightly improved the accuracy of DQM
compared with using the population-averaged estimates (Table 2).

The predictions of G based on uncensored crown radii and by
fitting eq. 5 to the full reference data are shown in Fig. 4. In terms
of RMSE and bias values, the population-averaged prediction pro-
vided more accurate estimates than the plot-specific prediction of
eq. 5 (Table 2). However, the fixed part clearly averaged the form
of the transformation function, whereas the full mixed-effects
model was able to describe the properties of the transformation

Fig. 2. Upper panels: N (1·ha–1) estimated from the censored (left) and uncensored (right) distributions of crown radii vs. the reference
attributes. Lower panels: the p values of the goodness-of-fit tests against alternative hypotheses “CEI < 1 (clustered spatial pattern)” (left) and
“observed Moran's I < expected Moran's I (negative autocorrelation)” (right) vs. errors in N estimates (n·ha–1) produced from the uncensored
crown radius distributions. The plus (+), times (×), triangle (o), upside-down triangle (p), and solid circle (�) symbols depict the REG, CLUS,
POS, NEG, and OK plots, respectively.

358 Can. J. For. Res. Vol. 45, 2015

Published by NRC Research Press

C
an

. J
. F

or
. R

es
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.n
rc

re
se

ar
ch

pr
es

s.
co

m
 b

y 
U

ni
ve

rs
ity

 o
f 

E
as

te
rn

 F
in

la
nd

 o
n 

05
/0

4/
15

Fo
r 

pe
rs

on
al

 u
se

 o
nl

y.
 



functions, as well as the errors due to the unmet assumptions, in
more detail. In particular, the errors in N were more pronounced
in the G predictions based on mixed-effect prediction, and the
absolute bias values of these estimates were considerably high
and close to the critical value (p = 0.11 and 0.07, respectively). In
general, higher accuracies were obtained for the 18 OK plots for
which the absolute values of the biases were reasonable and the
null hypothesis on equal predicted and reference values could not
be rejected (Table 2).

The violations against the assumed independence of crown ra-
dii caused the highest errors in G when the population-averaged
prediction of eq. 5 was used, and those against the spatial pattern
caused the highest errors in G when the plot-specific prediction of
eq. 5 was used (Fig. 4). However, these plots also had a high canopy
cover, which may have an effect in terms of the function form of
eq. 3 (see section 5). In these data, the plots with the highest errors
could be restricted by limiting the considerations to the plots with
an estimated canopy cover <90%, for example.

5. Discussion
The DM approach proposed here constitutes a previously unstud-

ied means of combining tree-level and area-based analyses. The ap-
proach is adapted from digital image processing (cf. Gonzalez and
Woods 2008), but when applied in the present form (“predictive
DM”), our approach differs considerably from typical DM applica-
tions, which assume that both the reference and the target-image
histograms are simultaneously available. The approach is thus inno-
vative and could also have further potential applications when taken
back to the image analysis domain.

The approach presented here is based on single-tree crowns
detected by means of ordinary STRS, but the estimation does not
directly rely on these observations. Our approach compensates for
the (systematic) errors caused by the forest structure (Larsen et al.
2011; Vauhkonen et al. 2012), which are proposed to affect the success
of both tree detection (Persson et al. 2002; Korpela 2004; Falkowski
et al. 2008) and segmentation (Vauhkonen et al. 2010, 2014;
Peuhkurinen et al. 2011). To the best of our knowledge, to date, the
only result showing no evidence against zero bias based on a pure
STRS procedure (i.e., without local calibration of the systematic er-
rors) has been presented by Vauhkonen et al. (2011), who utilized
detailed forest plantation records for model localization in a similar
mixed-effects modeling approach to the one considered here.

The idea to combine tree-level and area-based approaches some-
what resembles corresponding attempts by Maltamo et al. (2004)
and Lindberg et al. (2010), who augmented or adjusted the indi-
vidually detected tree distribution using theoretical or area-based
distributions. On the other hand, to compensate for the errors in
tree detection and estimation, Breidenbach et al. (2010) developed
a “semi-individual” tree-detection approach in which the tree-
crown segments derived from the ALS data were imputed with
data from 0 to n trees depending on the nearest neighbor seg-
ments considered in the estimation. However, the aforemen-
tioned approaches require mapped tree data, which do not exist
in operational forest inventories (e.g., Maltamo et al. 2011). There-
fore, our approach, based on plot-level tree distributions, is able
to overcome this limitation.

The approach proposed here also resembles area-based ALS in-
ventories with respect to the use of a two-stage modeling and
prediction procedure (cf. Næsset 2002) but with the exception that
the estimation is based on DM instead of linear regression or
another modeling technique. Conventional area-based methods
such as parameter prediction, recovery, or nearest neighbor based
approaches (see Maltamo and Gobakken 2014) could also be seen
as alternative means to predicting diameter distribution. However,
the requirements by the area-based approaches for the amount of
field reference plots (see Maltamo et al. 2011) exclude such a compar-
ison in these data. Estimation based on the detected tree-crown radii
could be expected to reduce the requirements for field data because
it utilizes information on physical tree dimensions (cf. Hyyppä and
Inkinen 1999), and conventional STRS (cf. Korpela et al. 2007) there-
fore provided the closest benchmark. In fact, due to underestimating
N and overestimating DQM, the pure STRS approach already pro-
vided a fairly accurate G, but it was based on unrealistic stem diam-
eters (cf. Fig. 3). Earlier comparisons proposing that the STRS and
area-based approaches yielded approximately similar results may
thus have suffered from comparing the averaged results only; how-
ever, considerably more attention should be focused on assessing the
shape of diameter distribution as in Peuhkurinen et al. (2011).

Compared with conventional STRS, the goodness-of-fit of the
diameter distribution was particularly improved by applying the
DM technique proposed. When interpreting our results, the reader
should note that the predictions obtained by the use of full eq. 5
represent a theoretical potential obtainable by plot-specific observa-
tions of the percentiles of both the stem diameter and crown radius,
being therefore unrealistic in practice. However, either the fixed part
of eq. 5 or a combination of eqs. 6 and 7 could be realistically applied
with auxiliary observations obtainable from ALS data. In addition to
the tree detection based on the CHMs and augmenting the obtained
model with a plot-level predictor (eqs. 6 and 7), our approach did not
explicitly use tree height for any other purpose, which suggests that
predictions based on eq. 5 and crown radii extracted from aerial
images, for instance, could potentially be carried out in a similar
manner. The latter would reduce the costs of data acquisition signif-
icantly, therefore constituting an extremely interesting option from
a practical application point of view.

An accurate estimate of the total stem number was crucial for
unbiased predictions. Our tree detection approach was thus aug-
mented with estimated tree detectability based on the Boolean
model (Mehtätalo 2006; Stoyan et al. 1995). According to the goodness-
of-fit tests made, the underlying assumptions of the Boolean model
were met only in 45% of the plots studied. The assumption of a
homogeneous Poisson process for tree locations, which appeared to
be more critical than the independence of marks, was met in 58% of
the plots. Departures from the direction of regular pattern caused
especially large overestimates of N, which further affected the esti-
mates of G. Therefore, the model-based estimation of detectability
and stand density should be developed specifically for regular pat-
terns. Work in this direction, motivated by remote sensing of forests,
has been reported in Bondesson and Fahlen (2003). Another starting
point could be the quermass model proposed by Kendall et al. (1999).
In situations with a low degree of fit between the empirical and
Weibull distributions, the latter could be replaced by, for example, a

Table 3. Mean, standard deviation (SD), minimum, and maximum of the absolute (and rela-
tive, in parenthesis) values of Reynolds' error indices for the diameter distributions predicted
using the given crown-radius distribution and equation.

Distribution Equation(s) Mean SD Minimum Maximum

C 8 943.8 (0.38) 582.9 (0.12) 250.6 (0.20) 3063.8 (0.82)
U 5, f 840.1 (0.36) 543.5 (0.13) 327.3 (0.15) 2836.4 (0.76)
U 5 619.9 (0.28) 329.2 (0.11) 223.4 (0.12) 2200.0 (0.59)
U 6, 7 723.5 (0.31) 418.8 (0.12) 234.5 (0.16) 2443.1 (0.65)

Note: The letter “f” indicates that only the fixed part of eq. 5 was used. C, censored; U, uncensored.
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Fig. 3. The probability density functions and cumulative distribution functions (F(x)) of three example plots showing different goodness-of-fit
between the observed and predicted diameter distributions. Eq. 5, f indicates that only the fixed part of eq. 5 was used. DBH, diameter at
breast height.
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mixture of two Weibull distributions (Mehtätalo 2006). Further-
more, an empirical estimation of the detectability could also be
tested, even though such an approach would increase the data col-
lection costs.

Defining the spatial pattern of trees is ambiguous: for example,
our test results are in 70% agreement with Packalén et al. (2013),
who analyzed the same plots but used subsampling and wider
confidence intervals. Furthermore, the plot size was different for
some plots (cf. section 2). Nevertheless, the application of our
approach is restricted due to these reasons, and detecting the
underlying spatial pattern is difficult by means of remote sensing
(e.g., Packalén et al. 2013). On the other hand, the used critical
value (p = 0.05) is just one choice. It is clearly visible in Fig. 2 that
only the most severe departures from the random pattern led to
the largest overestimates. Therefore, allowing different levels of
significance, our approach could probably be applied with a larger
subset of the plots than the 18 considered. The largest errors were
found in plots with a high estimated canopy cover (>90%; Fig. 4).
Limiting the estimation based on the canopy cover would be jus-
tified because the estimator of stand density (eq. 3) is strongly
based on it. As a function of cc, eq. 3 gets very steep, particularly
for canopy covers above 90%. Therefore, the largest estimation
errors occur on plots in which the high canopy cover is actually a
result of regular pattern instead of an exceptionally high stand
density. This is quite logical, because for a certain model for tree
crown radii, a regular pattern of tree locations naturally results in
higher canopy closure than a random pattern. The canopy cover

could thus be used as an accuracy indicator in practical predic-
tions when the actual spatial pattern is unknown.

When generating the crown radii distributions, several alterna-
tive measures of crown dimensions could be considered instead of
crown radii used. We also ran tests with the distributions of crown
area and crown radius extracted from the circle area equation,
assuming the crown areas to be circularly distributed around the
tree top. These variations mainly affected the magnitude of the
observations but not their mutual order relative to Fig. 3, for
example. Furthermore, although some alternative ALS point-based
measures are found to be better in line with the field-measured
canopy closure (Korhonen et al. 2011), a CHM-based estimate was
reasoned to be more consistent with the crown radii extracted
from the same CHMs. In our study, the ultimate predictions were
obtained by means of ALS-based crown radii and further height
distribution variables to account for the forest structure (eqs. 6
and 7). However, auxiliary variables extracted from other remote
sensing data sources such as aerial photographs could be studied
for the same purpose. Notably, coarse predictions based on eq. 5
and crown radii and canopy closure extracted from aerial photo-
graphs could readily be studied following the description given in
sections 3.2 and 3.3.

Our approach inherently predicts the stem diameter distri-
bution. Distribution modeling based on two-parameter Weibull
functions was selected to produce smooth transformation func-
tions; however, a more complex approach and more field calibra-
tion data will likely be required to produce realistic diameter

Fig. 4. Upper panels: estimated vs. reference G (m2·ha–1) based on the uncensored crown radii and predicting with the fixed part (left) or full
eq. 5 (right). Lower panels: the corresponding residuals plotted against estimated canopy cover (%). The plus (+), times (×), triangle (o),
upside-down triangle (p), and solid circle (�) symbols depict the REG, CLUS, POS, NEG, and OK plots, respectively.
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distributions (cf. Maltamo and Gobakken 2014). If it would be
more substantial to produce a detailed and flexible description of
the prevailing diameter distribution rather than a smooth trans-
formation, the use of the observed percentiles of the stem size
distributions (cf. Mehtätalo 2006) or techniques based on mixture
or nonparametric modeling (see Maltamo and Gobakken 2014)
could be studied, especially in more complex forest structural
types. However, it is noted that several error sources in the trans-
formation modeling may contribute to the description of the dis-
tributions and, therefore, average the details obtained by a more
complex modeling technique.

It is also acknowledged that the forest area selected for these
initial simulations was rather simple, i.e., we had to consider only
one species occurring in a managed forest. Because the crowns of
other Scandinavian coniferous species present similar properties
regarding stem diameter modeling (cf. Kalliovirta and Tokola
2005), the proposed approach could be assumed to work with
these species and their mixtures, whereas deciduous tree species
could cause problems due to more frequently erroneous crown
delineations (Koch et al. 2006; Vauhkonen et al. 2012). Besides
species composition, further problems could be caused by com-
plex, multilayered forest structures by preventing the detection of
lower canopy layers and thus hindering the estimation of the
transformation functions (Fig. 1). On the other hand, the overall
approach could possibly perform better in an unmanaged forest,
provided a better hold of the assumptions on spatial pattern and
autocorrelation. Overall, future tests of the approach should in-
clude other species and their mixtures, more complex diameter
distributions and their models, and data from different remote
sensing systems.

6. Conclusions
A new approach to relate RS and field-measured tree size dis-

tributions was developed based on the well-known histogram
matching technique to map the transformation between their
CDFs. The observed distribution of crown radii was corrected for
the censoring effect caused by overlapping tree crowns, assuming
the forest as an outcome of a homogeneous, marked Poisson pro-
cess with independent marks of the crown radii. Of the 40 plots
studied, 18 met the assumptions of the Poisson process and inde-
pendent marks. In these plots, the approach successfully compen-
sated for the undetected trees, but departures from random
patterns caused especially large overestimates of stand density,
which further affected the estimates of the basal area.

The transformation from the CDF of crown radius to the CDF of
stem diameter particularly improved the goodness-of-fit of the
predicted diameter distribution compared with conventional
STRS, and observations realistically obtainable with RS data
showed potential to localize the predictions. Ultimately, the vio-
lations against the assumed independence of crown radii and the
spatial pattern caused large errors in basal area predictions. How-
ever, the plots with the highest errors could be identified by high
canopy cover, and thus they could be restricted by limiting the
considerations to the plots with an estimated canopy cover <90%, for
example. The model-based estimation of the detectability and
stand density was the main error source, which should be further
developed for regular spatial patterns.

The proposed approach provides the following interesting pos-
sibilities not typical to the forest inventory literature based on the
use of ALS, which should be further examined:

• A low requirement for field reference data. It is proposed that
only a few field plots could be adequate for producing averaged
predictions, yet an increased number is likely required for de-
tailed diameter distribution modeling.

• No need for tree mapping in the reference data. The field mea-
surements required for model fitting could be based on angle
count sampling, for example, provided that the description

obtainable by the use of a theoretical distribution model is
considered adequate.

• No explicit requirement for tree height data. Although height
values based on ALS data were implicitly used for tree detection
and model localization, it is proposed that whether high-
resolution aerial or satellite images provide consistent crown
radius distributions and canopy cover estimates, such observa-
tions could be used in the averaged manner presented here to
produce coarse predictions of stem diameter distributions.
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