Editorial

WB-index: A sum-of-squares based index for cluster validity

Qinpei Zhao a,b*, Pasi Fränti b

a School of Software Engineering, Tongji University, 201804, China
b School of Computing, University of Eastern Finland, 80110, Finland

Abstract

Determining the number of clusters is an important part of cluster validity that has been widely studied in cluster analysis. Sum-of-squares based indices show promising properties in terms of determining the number of clusters. However, knee point detection is often required because most indices show monotonicity with increasing number of clusters. Therefore, indices with a clear minimum or maximum value are preferred. The aim of this paper is to revisit a sum-of-squares based index called the WB-index that has a minimum value as the determined number of clusters. We shed light on the relation between the WB-index and two popular indices which are the Calinski–Harabasz and the Xu-index. According to a theoretical comparison, the Calinski–Harabasz index is shown to be affected by the data size and level of data overlap. The Xu-index is close to the WB-index theoretically, however, it does not work well when the dimension of the data is greater than two. Here, we conduct a more thorough comparison of 12 internal indices and provide a summary of the experimental performance of different indices. Furthermore, we introduce the sum-of-squares based indices into automatic keyword categorization, where the indices are specially defined for determining the number of clusters.
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1. Introduction

Different clustering algorithms with various cost functions produce different solutions, and there is no single best clustering algorithm for all possible data sets. A primary task is therefore to select the best possible clustering for a given data set. Cluster validity provides a way of validating the quality of clustering algorithms and a means of discovering the natural structure of data sets. For most clustering algorithms, the number of clusters is a main parameter. However, the setting of the parameter is not always known and hence determining the number of clusters is essential. Cluster validity measures can be used for determining the number of clusters. In fact, the clustering procedure and cluster validity are much like the chicken-and-the-egg problem where knowing how to define a good cluster validity index requires understanding the data and the clustering algorithm, but the clustering algorithm is one of the principal tools used to understand the data [1] without a priori information. Therefore, the study of the cluster validity is as important as that of the clustering algorithms.

The internal validity index, as one of the categories of cluster validity, evaluates the results of a clustering algorithm in terms of quantities that involve the vectors of the data set themselves. A good clustering algorithm generates clusters with intra-cluster homogeneity, inter-cluster separation and connectedness. One category of internal validity indices is based on these properties. Another category is based on whether the internal indices are applied to hard (crisp) or soft (fuzzy) clustering. A review of fuzzy cluster validity indices is available in [2].
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There are many examples of internal validity indices based on the compactness within a cluster and the separation between clusters. The sum-of-squares based indices are founded on sum-of-squares within cluster (SSW) and/or sum-of-squares between clusters (SSB) values, for example, Ball and Hall [3], Hartigan [4], Calinski and Harabasz (CH) [5] and Xu [6]. WB-index [7] is a sum-of-squares based index where a minimum value can be attained as the number of clusters. Examples of other popular indices are given in [8–12]. Dunn-type indices [8] are based on the inter-cluster distance and diameter of a cluster hypersphere. A Dunn index is sensitive to outliers, whereas the Davies and Bouldin index is defined by the average of cluster evaluation measures for all the clusters. Xie–Beni [10] adopts the minimum distance between any pair of clusters and the global average of distances between each data object and clusters as inter- and intra-cluster distances, respectively. S_Dbw [11] replaces the total separation with the density of data objects in the middle of two clusters and omits the weighting factor. A model selection method called the Bayesian information criterion (BIC) [12] has been applied in model-based clustering, but it can be adapted to partition-based clustering [13], too. To reduce computation on distance calculations in the silhouette coefficient (SC), an approach is proposed in [14] to compute the SC quickly by decreasing the number of addition operations.

Milligan and Cooper [15] have presented a comparison of over 30 internal validity indices as stopping criteria in hierarchical clustering algorithms. Dimitriadou et al. [16] conducted a comparison study of 15 validity indices on binary data. An organized study of 16 external validation measures for k-means clustering is given in [17,18]. A survey of cluster validation indices in the analysis of post-genomic and other data familiarizes researchers with some of the fundamental concepts behind cluster validation techniques [19].

Existing studies of the comparisons of internal validity indices are primarily based on one certain clustering algorithm, for example, hierarchical clustering algorithm. In this paper, we study 12 indices on two clustering algorithms, the k-means and Random Swap (RS) clustering algorithms [20,21]. Conventional k-means is known to have local maxima problem because of its initialization. The RS algorithm improves on the conventional k-means, which has been shown to obtain a more stable result. We chose these two clustering algorithms to study the performance of the indices depending on if the clustering results are stable or not.

Besides a thorough comparison among the indices, we also revisit the WB-index. We attempt to analyze the difference and relation between the WB-index and two similar indices (CH and Xu-index) theoretically. For two-dimensional data, the three indices seem to work similarly. However, according to the theoretical analysis, it is shown that the CH index is more affected by the data size and more sensitive to the degree of overlapping of data sets than the WB-index. For low dimensional data (i.e., \(D \leq 2\)), the Xu-index is remarkably close to the WB-index. However, it rarely detects a clear minimum value for high dimensional data (i.e., \(D > 2\)).

Cluster validity indices are discussed in many applications, such as image segmentation [22], transactional data [23], post-genomic data analysis [19] and text clustering [24,25]. With more and more short text snippets being generated, such as search query and results, microblogs, tweets and other types of comments in social network, there is a growing interest in mining the short text by clustering techniques [26–28]. Short texts typically have limited length, pervasive abbreviations and coined acronyms. In most cases, there is no contextual information. Therefore, traditional clustering techniques used for mining documents are not suitable for short text clustering. Automatic keywords categorization is to cluster short texts of keywords with a determined number of clusters.

For automatic keywords categorization, the primary issues are the semantic similarity measure for keywords and the cluster validity in the clustering method. Since short text snippets lack contextual information, external knowledge is introduced to enrich the information contained within short texts (for example, Wikipedia data [29,30], Google search results [31] and lexical databases [32]). The number of clusters obtained through cluster validity measures is a parameter showing the match between the clustering results and users’ expectation. There is very little research on cluster validity measures employing in automatic keywords categorization. We introduce a procedure for automatic keywords categorization. Based on the compactness within a class and separation between classes, variants of the sum-of-squares based indices that are the CH index, the Xu-index and the WB-index are introduced and compared in this paper.

2. **Background**

2.1. **Preliminaries**

Determining the number of clusters (\(M\)) relies on the cluster validity indices. Meanwhile, the number of clusters determined is used to validate a validity index. Thus, the problem of determining the number of clusters is commonly studied as a key problem in cluster validity. In order to determine the optimal number of clusters \(M^{*}\), other parameters are fixed and the parameter \(M\) is optimized by the validity criteria. A procedure for determining the optimal number of clusters is given as follows. Given the data set \(X\), a specific clustering algorithm and a fixed range of number of clusters \([M_{min}, M_{max}]\), the basic procedure involves:

1. Repeat a clustering algorithm successively for the number of clusters \(M\) from predefined values of \(M_{min}\) to \(M_{max}\).
2. Obtain the clustering results (partitions \(P\) and centroids \(C\)) and calculate the index value for each.
3. Select the \(M\) as \(M^{*}\) for which the partition provides the best result according to some criteria (minimum, maximum or knee point).
4. Compare the detected number of clusters (\(M^{*}\)) with external information if available.

A summary of commonly used internal validity indices appears in Table 1. Symbol \(X = \{x_{1},...,x_{N}\}\) represents the data set with \(N\) \(D\)-dimensional points, and \(X = \sum_{i=1}^{N} x_{i}/N\) is the center of the entire data set. The centroids of clusters are \(C = \{c_{1},...,c_{M}\}\), where \(c_{i}\) is the \(i\)th cluster and \(M\) is the number of clusters. The log-likelihood in the BIC is defined as \(L\), and in Xie–Beni \(u_{ik}\) denotes the membership of the \(i\)th point to the \(k\)th cluster.
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2.2. Knee point detection
The knee point potentially indicates the optimal number of clusters, but the act of locating the knee point in the validity index
curve has not been well studied. The maximum and minimum values are the most straightforward knee points. Indices with clear
maximum and minimum value are preferred. Some indices, for example SSW and log-likelihood, are monotonous and as such
there is no clear knee point. Other indices might have several local maximum or minimum values due to the selection of \( M_{\text{max}} \).

The second successive difference between index values (Fig. 1) can be used for knee point detection, although this approach only
reflects local information. Other methods, such as the L-method [35], have been proposed to find the knee point of the curve by ex-
amining the boundary between the pair of straight lines that most closely fit the curve in hierarchical/segmentation clustering. More
general methods should be used based on the global trend of the curve.

3. WB-index versus the Calinski–Harabasz index and the Xu-index
A SSW cluster is a commonly used measure of compactness, while a SSB cluster is a measure of separation. Sum-of-squares-based
indices (see Table 1) are mainly functions of \( M, N, D, \text{SSW} \) and \( \text{SSB} \), and they usually have a so-called elbow phenomenon (see Fig. 1),
where knee point detection is required. The second successive difference is commonly used for knee point detection.
The WB-index [7] is defined as:

\[
WB(M) = M \cdot SSW / SSB
\]  

We revisit the WB-index to determine the difference among the WB-index and the CH index and the Xu-index based on theoretical
analyses. The CH index and Xu-index are two commonly used sum-of-squares based indices, which work similarly as the WB-
index.
Let us assume that cluster \( i \) has \( n_i \) points and there is a ground-truth average point for cluster \( i \), which is \( x_i \) (see Fig. 2). The within-cluster variance for cluster \( i \) (\( W_i \)) can then be reformulated as:

\[
W_i = n_i ||x_i - c_i||^2, \quad i \in [1, M]
\]

\[
B_i = n_i ||X - c_i||^2, \quad i \in [1, M]
\]

\[
\frac{SSW}{SSB} (M) = \frac{\sum_{i=1}^{M} W_i}{\sum_{i=1}^{M} B_i} = \frac{W_1 + W_2 + \ldots + W_M}{B_1 + B_2 + \ldots + B_M} > 0
\]

With an increment of one cluster, the difference of \( SSW/SSB \) can be written as:

\[
\Delta \frac{SSW}{SSB} (M) = \frac{SSW}{SSB} (M-1) - \frac{SSW}{SSB} (M)
\]

\[
= \left( \frac{\sum_{i=1}^{M-1} W_i}{\sum_{i=1}^{M-1} B_i} \right) - \left( \frac{\sum_{i=1}^{M} W_i + W_M}{\sum_{i=1}^{M} B_i + B_M} \right)
\]

\[
= \frac{\sum_{i=1}^{M-1} W_i}{\sum_{i=1}^{M-1} B_i} \left( \frac{\sum_{i=1}^{M-1} B_i + B_M}{M} \right) - \frac{\sum_{i=1}^{M} W_i + W_M}{\sum_{i=1}^{M} B_i + B_M}
\]

\[
= B_M \frac{\sum_{i=1}^{M-1} W_i - W_M}{\sum_{i=1}^{M-1} B_i}
\]

Since \( \sum_{i=1}^{M-1} W_i \) is monotonically decreasing and \( \sum_{i=1}^{M-1} B_i \) is monotonically increasing with respect to increasing \( M \), \( \Delta SSW/SSB (M) \) then monotonously decreases as well.

This result indicates that the decrement of \( SSW/SSB \) from cluster size \( M-1 \) to \( M \) is larger than that from \( M \) to \( M+1 \), i.e., the decrement decreases with increasing \( M \) (see Fig. 3). When the decrement degree of \( \Delta (SSW/SSB) \) is larger than the linear increment of \( M \) at the beginning, \( WB \) decreases until \( M^* \geq M_{\text{min}} \). A special case is that \( WB \) is increasing for all \( M \) when \( M^* \geq M_{\text{min}} \). Thus, there exists a value \( M^* \) such that \( WB(M) \geq WB(M') \) for \( M \leq M^* \) and \( WB(M) < WB(M') \) for \( M > M^* \). The optimal number of clusters is determined by the minimum value of the WB-index. The result of the WB-index for data S1–S4 (see Section 5 for the data) is shown in Fig. 4.

Although SSW decreases monotonically with increasing \( M \), WB-index has a U-shape with clear minima at \( M = 15 \).

Based on the facts presented above, we can establish the relationship of the WB-index with the CH index and the Xu-index.
For the CH index and the WB-index, we have

\[
WB \times CH = \frac{M(N - M)}{M - 1} = \left(1 + \frac{1}{M - 1}\right)(N - M)
\]

Since \(2 \leq M \leq N\), we obtain an upper bound that \(WB \times CH \leq 2(N - 2)\). Therefore,

\[
WB \leq \frac{2(N - 2)}{CH}
\]

Based on Eq. (5), the WB-index shows a similar trend as the inverse of the CH index. However, the CH index is affected by the data size \(N\). When \(N\) is large, the factor \(\frac{1}{M - 1}\) plays a more important role than \(SSW/SSB\) in the whole index. Considering data with overlapping clusters, for example S1–S4, which have increasing degree of overlapping, the CH index has difficulty dealing with highly overlapping data such as S3 and S4. For higher overlap, \(SSW/SSB\) contains less information about \(M^*\).

The Xu-index can be written as:

\[
Xu = \log \frac{\left(\frac{SSW}{D}\right)^{0.5}}{\left(\frac{DN^2}{D} \right)^{0.5}}
\]

Fig. 2. Calculation of \(W_i\) and \(B_i\).

Fig. 3. Values of \(SSW/SSB\) as a function of \(M\) for clustering results on data S1 and S2. \(\Delta SSW/SSB\) is decreasing when \(M\) is linearly increasing.
Then,
\[
\begin{align*}
\text{exu} &= \frac{M(SSW)^{(D/2)}}{(DN^2)^{(D/2)}} = \frac{M \times SSW \times SSW^{D/2-1}}{(DN^2)^{(D/2)}} \\
&= \frac{WB \times SSB \times SSW^{D/2-1}}{(DN^2)^{(D/2)}} \approx WB \times SSB \times SSW^{D/2-1}
\end{align*}
\] (7)

The relation between the Xu-index and the WB-index depends on the dimension \(D\).

\[
\begin{align*}
\text{exu} &= WB \times f_1(SSB, SSW), \quad D \leq 2 \\
\text{exu} &= WB \times f_2(SSB, SSW), \quad D > 2
\end{align*}
\] (8)

where \(f_1\) is a monotonically increasing function dominated by \(SSB\) and \(f_2\) is dominated by \(SSW\), which is monotonically decreasing. As shown in Fig. 5, \(SSB\) has smaller effect than \(SSW\). The information about \(M^*\) originates mainly from \(M \times SSW\). Therefore, the Xu-index is close to the WB-index when \(D \leq 2\), but for \(D > 2\), the Xu-index is dominated by \(SSW\), which rarely finds a clear minimum value.

Fig. 4. The WB-index versus the number of clusters for S1–S4.

Fig. 5. Plot of \(M \times SSW\) and \(SSB\) and the WB-index for data S1. \(SSW, SSB\) and the WB-index are normalized to one.
4. Automatic keywords categorization

Given a list of $N$ keywords $T = \{T_1, T_2, \ldots, T_N\}$, keywords categorization aims at clustering the keywords into groups. The keywords can be obtained from several sources such as movies, services, and tags. The generated clusters are defined as $C = \{c_1, c_2, \ldots, c_M\}$. A procedure for the automatic keywords categorization is introduced in Fig. 6. There are two main aspects to consider in the procedure. The first aspect is the similarity measure between two keywords to obtain the similarity matrix. With the similarity matrix, clustering algorithms such as hierarchical or spectral clustering can be employed to obtain the clusters. The second aspect is how to determine the number of clusters.

Calculating the semantic similarity between two keywords directly is an open question. We use a lexical database WordNet in this paper. WordNet provides a hierarchy for thesaurus and a part of the WordNet hierarchy by a web interface WordVis is shown in Fig. 7. The similarity score between two keywords can then be derived from the hierarchy. For example, the similarity of eatery and grill from Jiang and Conrath [36] is 0.36.

We defined a modified WB-index in [37] for determining the number of groups in keywords categorization. In this paper, we expand our work on the CH index and the Xu-index also. The basic elements of the sum-of-squares based indices are defined as:

$$SSW(M) = \max_{i} \left\{ \max_{j \neq i} \min_{T_i, T_j \in c_i} JC(T_i, T_j) \right\} + \sum_{i=1}^{1} 1$$

$$SSB(M) = \sum_{i=1}^{M} \sum_{j=1}^{M} \min_{T_i, T_j \in c_i} JC(T_i, T_j)$$

In $SSW(M)$, $T_i$ and $T_j$ are the $i$th and $j$th keywords in cluster $c_i$. Since it is not possible to calculate the similarity with only one keyword in a cluster, we sum up the number of clusters with single a keyword according to $\sum_{i=1}^{M} 1$. Similarly, $T_i$ and $T_j$ in $SSB(M)$ are the $i$th and $j$th keywords in cluster $c_i$ and cluster $c_j$, respectively, $M$ is the number of clusters.

Therefore, the three sum-of-squares based are defined:

$$WB\text{-index} = M \frac{SSW(M)}{SSB(M)}$$

$$CH = \frac{SSB((M-1)}{SSW(N-M)}$$

$$Xu\text{-index} = \log \sqrt{SSW(N^2) + \log M}$$

5. Experiments

The data in the experiment include shaped, Gaussian-like and real data. The properties of the data, such as name, data size, dimension and the number of clusters for reference are summarized in Table 2. The internal indices based on k-means and RS [20] are implemented in the C programming language.

5.1. Comparisons of indices

The validity indices are tested with the k-means and the RS with repetitions. The results are examined in light of the performance of the indices with different clustering algorithms using both artificial and real data, and $M_{\text{min}} = 2$ and $M_{\text{max}} = \sqrt{N}$. The values of 12 indices in the test are computed for all clusters in $[M_{\text{min}}, M_{\text{max}}]$. The determined number of clusters corresponds to the minimum (Krzanowski–Lai, Xu, Wb, DBI, Xie–Beni) or maximum value (CH, Dunn, SC, SCI and BIC) of the indices. For some of the indices (Ball & Hall, Hartigan), the minimum or maximum value of the second successive difference is used as a knee point detection method.

1 http://wordvis.com/.
2 http://cs.joensuu.fi/sipu/datasets/.
We plot the performance of validity indices on DBI, Xie–Beni and the WB-index with the k-means and the RS. As shown in Figs. 8 and 9, the validity indices with the k-means rarely achieve the correct number of clusters. However, there are clear minima for indices with the RS. Furthermore, the indices have higher variance with the k-means than the RS, so it is necessary to choose a stable algorithm in cluster validity. Indexes using the min or max function such as DBI and Xie–Beni have high variance among 100 repetitions. On the other hand, sum-of-squares indices such as the WB-index are more stable.

The numbers in Tables 3, 4 and 5 are the mean values of the determined number of clusters using different validity indices with the RS. The average values are obtained from 100 repetitions, except for birch1. Restricted by the running time, we calculate the indices once for birch1.

For unbalanced and shaped data (e.g., Aggregation), as well as for data with densities (e.g., Compound), almost all of the indices fail (see in Table 3 that the indices obtain 0% correctly determined number of clusters). It is interesting to view the performance of the indices for these data sets through the lens of density-based clustering or spectral clustering instead of RS, which can be studied in

**Table 2**

<table>
<thead>
<tr>
<th>Name</th>
<th>Data size</th>
<th>Dimension</th>
<th># of Clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Shaped data sets</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Touching</td>
<td>73</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>pathbased</td>
<td>300</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Compound</td>
<td>399</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Aggregation</td>
<td>788</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td><strong>Gaussian-like data sets</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1–S4</td>
<td>5000</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>R15</td>
<td>600</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>D31</td>
<td>3160</td>
<td>2</td>
<td>31</td>
</tr>
<tr>
<td>birch1</td>
<td>100,000</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td><strong>Real data sets</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iris</td>
<td>150</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Wine</td>
<td>178</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>Control</td>
<td>600</td>
<td>60</td>
<td>6</td>
</tr>
<tr>
<td>Image</td>
<td>2320</td>
<td>18</td>
<td>7</td>
</tr>
<tr>
<td>Wdbc</td>
<td>569</td>
<td>30</td>
<td>2</td>
</tr>
<tr>
<td>Yeast</td>
<td>1484</td>
<td>8</td>
<td>10</td>
</tr>
</tbody>
</table>

Fig. 7. A part of the WordNet taxonomy visualized through the WordVis web-interface.
the future. DBI and SC work very well for both Touching and pathbased, which contain connected clusters. For this type of data sets, the performance of the WB-index is close to that of the Xu-index. However, the number of clusters determined by the WB-index is larger than those from the Xu-index. Among the three indices, the number of clusters obtained from the CH index is closest to the ground-truth value.

The clustering algorithms such as k-means and RS are suitable for Gaussian-like data in general. Therefore, the performance of indices on Gaussian-like data is much better than that on shaped data (see Table 4). For large data sets such as birch1, most of the validity indices produce cluster numbers close to 100; however, none of them gives exactly 100 as the number of clusters. The explanation may be that the data set birch1 contains the clusters in a regular grid structure. Among the sum-of-squares indices, the Xu index and the WB-index have similar performances. The Calinski–Harabsz, however, has worse results than the WB-index and the
Xu-index. The CH index is more sensitive to the degree of overlapping of data sets, such as S3 and S4. The Xu-index, WB-index and SC have good performance for this type of data set compared with other indices.

For real data, the indices give more diverse results; their performance depends strongly on the data sets. For instance, the WB-index is the only index working for Iris, but it does not work for wine, control, image and yeast see Table 5. The numbers of clusters determined by the WB-index for real data sets are smaller than those by the Xu-index in general. Comparing the WB-index and the CH index, the WB-index is similar to the CH index except for the Iris data.

From the experimental results, it can be concluded that the sum-of-squares based indices are mostly fit for Gaussian-like data sets.

For shape-data and real data, the performance of the indices also depends on the clustering algorithm, whether the structure of data sets is well detected by the algorithm. The WB-index, compared to the CH index and the Xu-index works quite similarly as the other

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Mean value of the determined number of clusters by variants of cluster validity indices with RS on shape data.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Touching</td>
</tr>
<tr>
<td>$M^*$</td>
<td>2</td>
</tr>
<tr>
<td>$M_{max}$</td>
<td>8</td>
</tr>
<tr>
<td>Ball &amp; Hall</td>
<td>5.0</td>
</tr>
<tr>
<td>CH</td>
<td>2.0</td>
</tr>
<tr>
<td>Hartigan</td>
<td>5.0</td>
</tr>
<tr>
<td>Krzanowski–Lai</td>
<td>2.0</td>
</tr>
<tr>
<td>Xu-index</td>
<td>5.0</td>
</tr>
<tr>
<td>WB index</td>
<td>5.9</td>
</tr>
<tr>
<td>Dunn</td>
<td>6.7</td>
</tr>
<tr>
<td>DBI</td>
<td>2.1</td>
</tr>
<tr>
<td>SC</td>
<td>2.0</td>
</tr>
<tr>
<td>SCI</td>
<td>3.0</td>
</tr>
<tr>
<td>Xie–Beni</td>
<td>4.2</td>
</tr>
<tr>
<td>BIC</td>
<td>5.7</td>
</tr>
</tbody>
</table>

Xu-index. The CH index is more sensitive to the degree of overlapping of data sets, such as S3 and S4. The Xu-index, WB-index and SC have good performance for this type of data set compared with other indices.

For real data, the indices give more diverse results; their performance depends strongly on the data sets. For instance, the WB-index is the only index working for Iris, but it does not work for wine, control, image and yeast see Table 5. The numbers of clusters determined by the WB-index for real data sets are smaller than those by the Xu-index in general. Comparing the WB-index and the CH index, the WB-index is similar to the CH index except for the Iris data.

From the experimental results, it can be concluded that the sum-of-squares based indices are mostly fit for Gaussian-like data sets. For shape-data and real data, the performance of the indices also depends on the clustering algorithm, whether the structure of data sets is well detected by the algorithm. The WB-index, compared to the CH index and the Xu-index works quite similarly as the other

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Mean values of the determined number of clusters by variants of cluster validity indices with RS on Gaussian-like data.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th></th>
<th>R15</th>
<th>D31</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>birch1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M^*$</td>
<td>15</td>
<td>31</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>100</td>
</tr>
<tr>
<td>$M_{max}$</td>
<td>24</td>
<td>56</td>
<td>70</td>
<td>70</td>
<td>70</td>
<td>70</td>
<td>316</td>
</tr>
<tr>
<td>Ball &amp; Hall</td>
<td>13.7</td>
<td>4.3</td>
<td>15.0</td>
<td>4.0</td>
<td>4.0</td>
<td>6.7</td>
<td>4</td>
</tr>
<tr>
<td>CH</td>
<td>15.9</td>
<td>32.1</td>
<td>15.0</td>
<td>15.0</td>
<td>2.2</td>
<td>14.2</td>
<td>104.0</td>
</tr>
<tr>
<td>Hartigan</td>
<td>10.4</td>
<td>5.3</td>
<td>15.0</td>
<td>6.7</td>
<td>4.0</td>
<td>3.0</td>
<td>4.0</td>
</tr>
<tr>
<td>Krzanowski–Lai</td>
<td>13.8</td>
<td>22.1</td>
<td>52.5</td>
<td>38.7</td>
<td>36.1</td>
<td>35.5</td>
<td>81.5</td>
</tr>
<tr>
<td>Xu-index</td>
<td>15.2</td>
<td>31.5</td>
<td>15.0</td>
<td>15.0</td>
<td>15.0</td>
<td>15.0</td>
<td>101.5</td>
</tr>
<tr>
<td>WB index</td>
<td>15.2</td>
<td>31.5</td>
<td>15.0</td>
<td>15.0</td>
<td>15.0</td>
<td>15.0</td>
<td>101.5</td>
</tr>
<tr>
<td>Dunn</td>
<td>6.8</td>
<td>38.5</td>
<td>14.3</td>
<td>16.5</td>
<td>40.5</td>
<td>34.3</td>
<td>109.5</td>
</tr>
<tr>
<td>DBI</td>
<td>12.1</td>
<td>30.2</td>
<td>15.0</td>
<td>14.7</td>
<td>11.2</td>
<td>13.8</td>
<td>99.0</td>
</tr>
<tr>
<td>SC</td>
<td>15.1</td>
<td>31.1</td>
<td>15.0</td>
<td>15.0</td>
<td>15.0</td>
<td>15.0</td>
<td>100.0</td>
</tr>
<tr>
<td>SCI</td>
<td>9.3</td>
<td>30.8</td>
<td>15.0</td>
<td>15.0</td>
<td>15.1</td>
<td>19.4</td>
<td>100.0</td>
</tr>
<tr>
<td>Xie–Beni</td>
<td>12.7</td>
<td>30.5</td>
<td>15.0</td>
<td>14.8</td>
<td>8.3</td>
<td>12.4</td>
<td>98.0</td>
</tr>
<tr>
<td>BIC</td>
<td>7.8</td>
<td>16.8</td>
<td>15.0</td>
<td>8.7</td>
<td>4.0</td>
<td>15.8</td>
<td>4.0</td>
</tr>
</tbody>
</table>

Xu-index. The CH index is more sensitive to the degree of overlapping of data sets, such as S3 and S4. The Xu-index, WB-index and SC have good performance for this type of data set compared with other indices.

For real data, the indices give more diverse results; their performance depends strongly on the data sets. For instance, the WB-index is the only index working for Iris, but it does not work for wine, control, image and yeast see Table 5. The numbers of clusters determined by the WB-index for real data sets are smaller than those by the Xu-index in general. Comparing the WB-index and the CH index, the WB-index is similar to the CH index except for the Iris data.

From the experimental results, it can be concluded that the sum-of-squares based indices are mostly fit for Gaussian-like data sets. For shape-data and real data, the performance of the indices also depends on the clustering algorithm, whether the structure of data sets is well detected by the algorithm. The WB-index, compared to the CH index and the Xu-index works quite similarly as the other

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Mean values of the determined number of clusters by variants of cluster validity indices with RS on real data.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Iris</th>
<th>Wine</th>
<th>Control</th>
<th>Image</th>
<th>Wdbc</th>
<th>Yeast</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M^*$</td>
<td>3</td>
<td>3</td>
<td>6</td>
<td>7</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>$M_{max}$</td>
<td>12</td>
<td>13</td>
<td>24</td>
<td>48</td>
<td>23</td>
<td>38</td>
</tr>
<tr>
<td>Ball &amp; Hall</td>
<td>5.0</td>
<td>4.0</td>
<td>5.1</td>
<td>4.0</td>
<td>4.5</td>
<td>8.0</td>
</tr>
<tr>
<td>Calinski–Harabsz</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>Hartigan</td>
<td>5.0</td>
<td>3.0</td>
<td>3.0</td>
<td>4.0</td>
<td>13.0</td>
<td>4.0</td>
</tr>
<tr>
<td>Krzanowski–Lai</td>
<td>2.0</td>
<td>4.2</td>
<td>2.6</td>
<td>2.0</td>
<td>2.0</td>
<td>28.4</td>
</tr>
<tr>
<td>Xu-index</td>
<td>12.0</td>
<td>13.0</td>
<td>2.0</td>
<td>48.0</td>
<td>23.0</td>
<td>38.0</td>
</tr>
<tr>
<td>WB index</td>
<td>3.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Dunn</td>
<td>10.3</td>
<td>12.0</td>
<td>19.5</td>
<td>36.7</td>
<td>20.0</td>
<td>33.2</td>
</tr>
<tr>
<td>DBI</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>SC</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>SCI</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>Xie–Beni</td>
<td>2.0</td>
<td>2.0</td>
<td>6.0</td>
<td>2.0</td>
<td>2.0</td>
<td>5.0</td>
</tr>
<tr>
<td>BIC</td>
<td>5.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.2</td>
</tr>
</tbody>
</table>
two indices. However, the WB-index works slightly better among the three indices in general. It detects the correct result for eight out of 17 data sets and provides the most correctly determined number of clusters among the sum-of-squares indices and other indices (see Tables 3, 4 and 5). The CH index is more affected by the data size $N$ and is more sensitive to the degree of overlapping of data sets than the WB-index. For two-dimensional data, the Xu-index is remarkably close to the WB-index. However, it rarely detects clear minimum value for high dimensional, real-type data.

5.2. Comparison of indices for automatic keywords categorization

Three data sets are involved in the experiment. Two data sets (see Fig. 10) are aggregated manually, while four are humanly judged as the proper number of clusters for both data. The other data is collected from a project MOPSI, which includes various location-tagged data such as services, photos and routes. Each service includes a set of keywords to describe what it is. In all, 378 texts were

\[\text{http://cs.uef.fi/mopsi.}\]
collected after simple cleaning and 36 of these texts are tested in the experiments. The ground truth for the data sets are based on human judgment.

Even human judgment often differs from person to person in terms of the categorizations and the number of clusters; the clustering algorithm and validity indices can suggest a potentially appropriate categorization and provide a possible number of clusters as a guideline.

We studied the sum-of-squares based indices, CH index, Xu-index and WB-index for automatic keywords categorization on the data sets. To obtain the semantic similarity among keywords, we used JAVA API provided by WordNet 3.0. Hierarchical clustering algorithm is used in the test.

The number of clusters determined by three sum-of-squares based indices on two manually generated data sets are shown in Fig. 10. Four is determined by the CH index and the WB-index for data 1 (left column). For the Xu-index, the results four and seven are close. However, seven is detected with a minimum value. Similarly, four is determined by the CH index and WB-index on data 2 (right column). The Xu-index detects five as the number of clusters with a minimum value. The correctness of the categorization on both data sets is judged by human and we believe that the categorization of four as the number of groups mostly matches users’ expectation.

The three indices are also compared with the mopsi data in Fig. 11. There is a clear maximum value of the CH index at 11. The values of the Xu-index on the number of clusters from 7 to 11 are exactly the same. Therefore, it is difficult to recognize which number is the minimum value for the potential number of groups. For the WB-index, the minimum value is detected when the number of clusters is 11. In general, the performance of the indices on the mopsi data is similar as that on the manually generated data. Comparing the result from the indices to the ground truth from human judgment, the indices cannot provide the exactly correct number of clusters; however, they are able to provide suggestions for users. In some real applications, the suggestions might be helpful to the clustering algorithms.

6. Conclusions

In this paper, we revisit a sum-of-squares based index, the WB-index. This index is designed to reach its minimum value when the appropriate number of clusters is achieved. There are two similar sum-of-squares based indices, which are the CH and the Xu-index. To study the difference among the three indices, we perform an analysis of the relation between the WB-index and the other two indices. It is shown that the CH index is affected by the data size \(N\) and high levels of cluster overlap. For high dimensional data where \(D > 2\), the Xu-index does not work as well as for data with \(D \leq 2\). Furthermore, a systematic experiment on 12 internal with two clustering algorithms and variants of data sets was conducted to study the effect of clustering algorithms and data sets on the indices. The number of clusters is used for validating the result.

According to the experimental result, a good and stable clustering algorithm should be selected for obtaining correct number of clusters from the indices. Sum-of-squares based indices work well for Gaussian-type data, although most of them cannot provide a global minimum or maximum point for the correct number of clusters. The WB-index works slightly better than the other two indices. The sum-of-squares indices (e.g., the WB index) are also more stable than indices employing min–max functions (e.g., DBI).

In addition to the comparisons of indices, we introduce a procedure for performing automatic keywords categorization, where texts with multiple keywords are considered and extensions of three sum-of-squares based indices are employed for determining the number of groups. The indices are compared in the experiments and they are shown to be valid for automatic keywords categorization.
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