
Outlier Detection: How to Threshold Outlier Scores? 

Jiawei Yang 
School of Computing 

University of Eastern Finland 
Joensuu, Finland 
jiaweiy@uef.fi 

Susanto Rahardja 
School of Marine Science and 

Technology 
Northwestern Polytechnical 

University 
Xi’an, Shaanxi, China 

susantorahardja@ieee.org 

Pasi Fränti* 
School of Computing 

University of Eastern Finland 
Joensuu, Finland 
franti@cs.uef.fi 

 

ABSTRACT 
Outlier detection is a fundamental issue in data mining and 
machine learning. Most methods calculate outlier score for each 
object and then threshold the scores to detect outliers. Most 
widely used thresholding techniques are based on statistics like 
standard deviation around mean, median absolute deviation and 
interquartile range. Unfortunately, these statistics can be 
significantly biased because of the presence of outliers when 
calculating these statistics. This makes their use inaccurate. To 
overcome this problem, we propose a two-stage thresholding 
method (2T). Most obvious outliers are first removed by using a 
more conservative threshold, and the same process is then 
repeated for the processed scores. Experiments show that this 
two-stage approach significantly improves the results of all the 
three existing thresholding techniques. 
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1 Introduction 
Outliers are objects that deviate from typical data. They can 
represent important information, which is critical for fraud 
detection, public health, and network intrusion [1], and they can 
affect statistical conclusions based on significance tests [2]. 
Outliers can also be noise that harms a data analysis process. In 
both cases, it is desirable to detect the outliers. 
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Most methods calculate so-called outlier score for every 
object and then the objects whose scores deviate too much from 
the norm are marked as outliers. However, it was shown in [3] 
that using simple statistics can cause false positives. Similarly, it 
was stated in [4] that researchers misuse statistical tools like 
mean ± two to five times standard deviation (SD) as a threshold 
because the SD value is also affected (increased) by the outliers. 
Consequently, the threshold tends to be set up too high and 
several outliers missed. A more robust threshold called median 
absolute deviation (MAD) has been proposed in [4] to reduce the 
effect of the outliers. 

 

Figure 1: Frequency of Usage of Different Threshold 
Selection Techniques in Outlier Detection Literature 
between June 2016 and June 2018. 

We searched from Google Scholar using keyword “outlier 
detection” and it returned 38,900 related publications during the 
last 2 years (June 2016 to June 2018). We randomly picked 100 
publications and studied what thresholding techniques were 
used. The results are summarized in Figure 1. They show that 
standard deviation, median absolute deviation and interquartile 
range (IQR) are the most used techniques. The rest used either 
user-given parameter (parameter, top-N), did not need 
thresholding, or did not specify their choice of threshold 
technique. By parameter, we refer to a user-given constant for 
thresholding the outlier scores. Top-N refers to a priori 
knowledge of how many outliers (%) are expected to be in the 
data. 

However, none of these techniques works satisfactorily when 
there are outliers very far from the true data objects. These far 
away outliers cause all these three statistics to have too high 
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values, see Figure 2. As a result, all the existing statistics over-
estimate the threshold and fail to detect most of the outliers with 
smaller value. The main problem is that the statistics used to set 
the threshold are unreliable due to the outliers. 

 

Figure 2: Effect of the Outliers for the Thresholding 
Techniques. 

To overcome this problem, we propose a simple but 
significantly more robust approach to process the data iteratively. 
We first apply any standard technique to remove the most 
obvious outliers, and then repeat the same process for the 
processed outlier scores. As a result, the statistics calculated after 
the first round suffers much less from the outliers, and therefore, 
allows detection that is more accurate in the second round. 

2 Existing Work and Their Limitations 
Most used techniques in the literature are SD [5], MAD [4] and 
IQR [6]. Other techniques have also been introduced based on 
the specific outlier detection algorithm like E-value [7], percent 
identity [7], or bit-score [7]. In this paper, we show how all these 
three techniques can be improved by the proposed two-stage (2T) 
approach: SD, MAD and IQR. 

2.1 Standard Deviation (SD) 
Mean ± three times SD was first introduced in 1962 [8]. This 

threshold technique assumes that the data follows normal 
distribution and implies outlier level of 0.13%. Other authors [4, 9] 
suggested more aggressive choices by using mean ± 2 or 2.5 
times SD, which correspond to the outlier levels of 0.62 % and 
2.28%. 

In general, this technique calculates the threshold as:  

Tmin = mean − 𝑎 ∗ SD; Tmax = mean + 𝑎 ∗ SD        (1) 

where mean and SD are the corresponding statistics of the 
outlier scores; and a is a control parameter decided by the user. 
The smaller the value, the more objects will be marked as 
outliers. Most common choice is a=3 because the amount of 
outliers is expected to be small [4]. 

There are three problems with the SD threshold technique [4, 
10]. First, data, including outliers, should follow normal 
distribution. Second, outliers seriously affect the mean and SD. 
Third, there is only small percentage of outliers [1, 8], but in 
some cases, the amount of outliers can be even more than 50%. 

2.2 Median Absolute Deviation (MAD) 
Absolute deviation around the median was adopted in [10], 

which was motivated by the fact that median is more robust 
against outliers than mean [4]. Median is the object value ranked 
in the middle (or the average of the two central objects in case of 
even size dataset). 

In general, MAD thresholding strategy calculates the 
threshold as follows:  

{
Tmin =  median (X) −  𝑎 ∗ MAD
Tmax =  median (X) +  𝑎 ∗ MAD

                 (2) 

MAD = 𝑏 ∗ median(|X– median(X)|)                (3) 

where median and MAD are the corresponding statistics of the 
outlier scores; and a is decided by the user and usually set to 3. 
The value b is suggested to be 1.4826 in [4]; and X is the n 
original observations [4]. Unfortunately, MAD is also affected by 
outliers especially when the amount of outliers exceeds 50%, 
which causes median to be located within the outliers. 

2.3 Interquartile Range (IQR) 
The interquartile range is the difference between the values 

ranking in 25% and 75% in a data set. The values are denoted as 
Q1 and Q3, respectively. 

In general, IQR thresholding strategy calculates the threshold 
as follows:  

Tmin = Q1 − 𝑐 ∗ IQR; Tmax = Q3 + 𝑐 ∗ IQR           (4) 

IQR = Q3 −  Q1                                  (5) 

where c is decided by the user and usually set to 1.5 [4]. 
Unfortunately, IQR is also affected by outliers when Q3 is 

located within the outliers. 

2.4 Clever Standard Deviation (Clever SD) 
An improvement of the SD, called clever standard deviation 

was proposed in [11]. The idea is to remove one outlier at a time 
and then re-calculate SD for the remaining of the scores. The 
process is repeated until no more outliers fall into the range 
mean ± 2.5*SD. 

The method improves SD in case of extreme outliers. 
However, it tends to iterate too greedily and keep removing also 
normal points. 

3 Two-stage Thresholding (2T) 
As all the values of SD, MAD and IQR can be severely affected 
by the presence of outliers, these indicators are fundamentally 
problematic. Hence, we propose two-stage thresholding (2T) 
where the most outlying scores are excluded from the process to 
reduce their effect in the calculations of the threshold. In the 
second stage, any standard thresholding can be applied using the 
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remaining scores. The purpose of the first stage (cleaning step) is 
to make the second stage (threshold calculation) more robust in 
the presence of very noisy data points. 

The proposed technique can be iterated multiple time if 
wanted. However, we found out that the simpler two-stage 
approach is more robust and faster in practice. Clever SD is a 
special case of the 2T, where the process is iterated until 
convergence, and only one outlier is removed at a time. 

Our technique has three main differences to the above-
mentioned Clever SD. First, 2T is not limited to use SD but other 
existing techniques such as MAD and IQR can also be applied. 
Second, instead of eliminating only the most extreme outlier, we 
remove all outliers that exceeds the preliminary threshold. Third, 
Clever SD iterates until to convergence whereas 2T stops after 
few iterations, which makes it significantly faster. The pseudo 
code of the technique is shown in Algorithm 1. 

Algorithm 1: two-stage thresholding (2T) 
Input: Outlier scores: X   ℛ1×n 
Output: Threshold: T  ℛ 

REPEAT 

  RemoveMostOutlyingScores from X 

  Calculate T over X via (1), (2) or (4) 

UNTIL StopCondition 
RETURN T  

There are two ways to decide which outliers are removed. 
First way is to remove the biggest outlier scores manually using 
domain specific knowledge by the researcher, and then calculate 
the threshold via (1), (2) or (4). However, this can be time-
consuming especially in case of big data. 

Second way is to calculate threshold by (1), (2) or (4), and 
then remove the objects whose scores exceed the threshold. 
Then re-calculate the threshold value via (1), (2) or (4) again over 
the remaining scores. We note that the same parameter setup (a, 
b or c) can be used in both stages. The proposed 2T therefore 
does not involve any additional parameters or design choices; 
except to decide whether to do it only once, or iterate multiple 
times. Our recommendation is to do it only once. 

However, if outliers are removed correctly at the first step, 2T 
can fail by inadvertently removing inners. Therefore, 2T can 
improve only when data has lots of outliers. 

Similar two-stage strategies to handle outliers have also been 
considered in [12], [13] and [14]. In [12], mean trajectory is 
estimated for a set of GPS trajectories. Outlier trajectories that 
are far away from the tentative mean are then removed. SD 
strategy with fixed threshold is applied. In the second stage, new 
mean is calculated from the cleaned data. In [13], k-means 
clustering is improved by applying the algorithm twice. First k‑
means is applied to all data. Objects that are far away from the 
centroids are removed, and then k-means is run again to the 
remaining datasets. In [14], a two-step outlier detection method 
is proposed. In the first step, dataset is divided into subset based 
on clustering results and outliers are then detected from each 
subset separately. 

4 Experiments and Results 
To study the performance of 2T, we tested 2T with both 
manually generated outlier scores, and outlier scores produced 
by an algorithm for real-world datasets. Following [4], we first 
tested the manually generated outlier scores, listed in Table 1, 
which have varying number of outliers, and outlier scores. Since 
only positive values were considered, we used the Tmax as the 
threshold for all tests. We evaluated the results with F1 score, 
which is the average of precision and recall. 

Table 1: Outlier Score Cases. 

Case Inners Outliers 

X0 {1, 2, 3, 6, 8} {} 
X1 {1, 2, 3, 6, 8} {1000} 
X2 {1, 2, 3, 6, 8} {500, 1000} 
X3 {1, 2, 3, 6, 8, 16, 17, 18, 18} {60,1000} 
X4 {1, 2, 3, 6, 8, 16, 17, 18, 18} {60, 300, 500, 1000, 

1500} 

4.1 Comparison of SD, MAD, and IQR 
Dataset X0 consists of 5 normal objects (inners) and no 

outliers. The objects have the following outlier scores 1, 2, 3, 6, 8, 
and the following statistics: mean=4.00, SD=2.61, median=3, 
MAD=2, IQR=4.00, Q1=2 and Q3=4. From these values, the 
threshold values were derived and shown in Table 2. As can be 
seen, all methods detect no outliers which is expected. 

Table 2: Results of SD, MAD and IQR with x0 = {1, 2, 3, 6, 8}. 

Method Threshold Outliers 
SD 11.82 {} 

MAD 11.90 {} 
IQR 12.00 {} 

We then added one outlier to the dataset with outlier score of 
1000. The scores of this modified dataset are X1= {1, 2, 3, 6, 8, 
1000}, and the obtained threshold values were summarized in 
Table 3, which shows SD fails to detect the outlier while MAD 
and IQR succeed. 

Table 3: Results of SD, MAD and IQR with x1 = {1, 2, 3, 6, 8, 
1000}. 

Method Threshold Outliers 
SD 1283.58 {} 

MAD 17.84 {1000} 
IQR 15.38 {1000} 

The next set contains two outliers with the scores X2= {1, 2, 3, 
6, 8, 500, 1000}. The resulting threshold values and the detected 
outliers are shown in Table 4. We can see that SD still fails, 



AIIPCC2019, December 2019, Sanya, China Jiawei Yang et al. 
 

 

 

whereas IQR can detect one of the outliers. MAD successfully 
detects both outliers. 

Table 4: Results of SD, MAD and IQR with x2 = {1, 2, 3, 6, 8, 
500, 1000}. 

Method Threshold Outliers 
SD 1304.77 {} 

MAD 23.79 {500, 1000} 
IQR 631.25 {1000} 

Next we replaced one outlier score (500) by a smaller 
magnitude (50), and added several real data objects (inners). The 
scores are X3= {1, 2, 3, 6, 8, 16, 17, 18, 18, 60, 1000}, and the 
corresponding results are shown in Table 5. This time IQR 
detects all outliers while MAD and IQR fail with one (50). 

Table 5: Results of SD, MAD and IQR with x3 = {1, 2, 3, 6, 8, 
16, 17, 18, 18, 60, 1000}. 

Method Threshold Outliers 
SD 955.34 {1000} 

MAD 60.48 {1000} 
IQR 38.25 {60, 1000} 

The last example has a large number of outliers. The outlier 
scores are X4= {1, 2, 3, 6, 8, 16, 17, 18, 18, 60, 300, 500, 1000, 1500}, 
and the corresponding results are shown in Table 6. This time 
none of the methods can detect all outliers correctly. 

Table 6: Results of SD, MAD and IQR with x4 = {1, 2, 3, 6, 8, 
16, 17, 18, 18, 60, 300, 500, 1000, 1500}. 

Method Threshold Outliers 
SD 1574.81 {} 

MAD 84.22 {300, 500, 1000, 1500} 
IQR 590.25 {1000, 1500} 

From the five example cases, we can see that IQR and MAD 
indeed work better than SD. However, they also fail in several 
cases when there is large number of outliers. 

4.2 Proposed 2T 
Now, with the same setting of a and c as in Subsection 4.1, we 

applied the proposed 2T (Algorithm 1) with StopCondition 
setting until threshold convergence. The obtained threshold 
value results are shown in Table 7. We can see that with 2T, 
MAD and IQR success in all case X0, X1, X2, X3 and X4, whereas 
SD succeeds in case of X0 but fails with the rest. This is because 
the original SD value has already been converged, and cannot 
remove any scores unless we manually remove the biggest 
scores or tune the parameter a smaller. 

To sum up, from the five example cases, we can see that the 
proposed 2T improves all SD, MAD and IQR. 

Table 7: Results of SD, MAD, IQR and 2T with Cases in 
Table 1. 

Cases Method 2T(converge) 

X0 
SD 11.82 

MAD 11.90 
IQR 12.00 

X1 
SD 1283.58 

MAD 11.90 
IQR 12.00 

X2 
SD 1304.77 

MAD 11.90 
IQR 12.00 

X3 
SD 64.08 

MAD 39.13 
IQR 38.00 

X4 
SD 1574.81 

MAD 39.13 
IQR 38.00 

4.3 Effect of the Tuning Parameters 
It is possible to improve the results by tuning the parameters 

a and c in Equations (1), (2) and (4). Hence, we tested this with 
the case X4 by varying a in the range from 2 to 5. We always set 
c=a/2. 

The results are summarized in Table 8. We can see that all the 
original methods (SD, MAD, IQR) fail no matter what value is 
chosen for a. However, after applying the proposed 2T method, 
all of them are improved. SD can solve this data with a=2. MAD 
and IQR work best as they solve this data regardless of what 
value is chosen for a. 

Table 8: Results of Tuning Parameter a with and without 
Applying 2T with Case x4 = {1, 2, 3, 6, 8, 16, 17, 18, 18, 60, 

300, 500, 1000, 1500}. 

a Method Original 2T(converge) 

2 
SD 1131.99 23.66 
MAD 61.98 28.76 
IQR 473.50 31.00 

3 
SD 1574.81 1574.81 
MAD 84.22 39.13 
IQR 590.25 38.00 

4 
SD 2017.63 2017.63 
MAD 106.46 49.51 
IQR 707.00 45.00 

5 
SD 2460.44 2460.44 
MAD 128.70 59.89 
IQR 823.75 52.00 

4.4 Real-world Datasets 
Next, we tested the techniques with real-world datasets from 

[15], as summarized in Table 9. For the parameters we set a=1, 
and use 2 iterations in 2T. To produce the outlier scores, we 
employed two outlier detectors: mean-shift outlier detection 
(MOD) [5] and the detector using the distance to k-th nearest 
neighbor as outlier score (KNN) [16]. 
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The results are summarized in Table 10 and Table 11 in an 
order of increasing noise: KDDCup99 (0.4%), Wilt (5.4%), Stamps 
(9.1%), PageBlocks (10.2%), Cardiotocography (22.2%), Pima 
(34.9%), SpamBase (39.4%), HeartDisease (44.4%), Arrhythmia 

(45.8%), and Parkinson (75.4%). We can see that in low noise level 
(<25%), the original results are better, but in high noise level 
(>25%), results with 2T are better. However, the proposed 2T 
always outperforms Clever. 

Table 9: Datasets Used in the Experiments. 

Dataset Size Outliers Dim Outlier Object 
KDDCup99 60632 246 38 Network attack 
Wilt 4839 261 5 Diseased trees 
Stamps 340 31 9 Forged stamps 
PageBlocks 5473 560 10 Pictures or graphics 
Cardiotocography 2126 471 21 Patients 
Pima 768 268 8 Patients 
SpamBase 4601 1,813 57 Spam email 
HeartDisease 270 120 13 Patients 
Arrhythmia 450 206 259 Affected patients 
Parkinson 195 147 22 Patients 

Table 10: F1-score Results for MOD Detector. 

Dataset 
SD MAD IQR 

Original 2T Clever Original 2T Original 2T 
KDDCup99 0.54 0.47 0.00 0.43 0.37 0.48 0.45 
Wilt 0.61 0.53 0.05 0.52 0.47 0.59 0.56 
Stamps 0.60 0.72 0.60 0.73 0.65 0.60 0.66 
PageBlocks 0.68 0.73 0.09 0.66 0.55 0.75 0.72 
Cardiotocography 0.55 0.56 0.55 0.56 0.54 0.55 0.55 
Pima 0.54 0.62 0.42 0.60 0.63 0.49 0.52 
SpamBase 0.55 0.49 0.38 0.56 0.52 0.42 0.43 
HeartDisease 0.52 0.54 0.38 0.51 0.54 0.40 0.42 
Arrhythmia 0.56 0.65 0.55 0.61 0.67 0.53 0.57 
Parkinson 0.35 0.49 0.34 0.42 0.48 0.34 0.36 
AVG 0.55 0.58 0.34 0.56 0.54 0.51 0.52 

Table 11: F1-score Results for KNN Detector. 

Dataset 
SD MAD IQR 

Original 2T Clever Original 2T Original 2T 
KDDCup99 0.54 0.46 0.00 0.43 0.37 0.48 0.45 
Wilt 0.61 0.59 0.05 0.57 0.50 0.61 0.60 
Stamps 0.58 0.72 0.08 0.75 0.61 0.59 0.69 
PageBlocks 0.69 0.74 0.09 0.66 0.55 0.75 0.73 
Cardiotocography 0.61 0.56 0.61 0.57 0.53 0.61 0.61 
Pima 0.55 0.63 0.49 0.58 0.65 0.49 0.51 
SpamBase 0.42 0.48 0.42 0.47 0.51 0.41 0.43 
HeartDisease 0.52 0.59 0.38 0.53 0.59 0.42 0.46 
Arrhythmia 0.55 0.65 0.31 0.65 0.67 0.54 0.59 
Parkinson 0.31 0.42 0.30 0.39 0.46 0.31 0.34 
AVG 0.53 0.58 0.33 0.57 0.54 0.51 0.54 
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Table 12: The Amount of Detected Outliers for Mod 
Detector. 

Dataset Outlier SD 2T Clever 

KDDCup. 246 3509 9383 48105 
Wilt 261 330 1073 4806 
Stamps 31 35 79 334 
PageB. 560 229 834 5378 
Card. 471 183 522 2103 
Pima 268 108 228 734 
Spam. 1813 693 1047 4186 
HeartD. 120 44 85 263 
Arrhy. 206 63 136 428 
Parki. 147 22 52 174 

Table 13: Running Time (s). 

Dataset (Size) SD 2T Clever 

KDDCup. (60632) <0.01 0.12 811.40 
Wilt    (4839) <0.01 0.01 8.39 
Stamps  (340) <0.01 <0.01 0.06 
PageB.  (5473) <0.01 0.01 10.54 
Card.   (2126) <0.01 <0.01 1.69 
Pima    (768) <0.01 <0.01 0.26 
Spam.   (4601) <0.01 0.01 6.29 
HeartD. (270) <0.01 <0.01 0.05 
Arrhy.  (450) <0.01 <0.01 0.10 
Parki.  (195) <0.01 <0.01 0.02 

4.5 Comparison between 2T and Clever Mean 
and Clever Standard Deviation 

Since 2T looks similar to Clever, we make a comparison 
between them based on the amount of the detected outlier, listed 
in Table 12, and running time, listed in Table 13. In Table 12, we 
can see that Clever detected too many items as outliers, 
compared to 2T and SD. From Table 13, we can see that Clever 
requires high computing time, because it removes only one 
outlier each time. 

5 Conclusions 
In this paper, a new two-stage thresholding (2T) for outlier 
detection is proposed. Experimental observations show that no 
matter which statistics is used for thresholding the outlier scores; 
the performance can be improved by the proposed 2T. In other 
words, by first excluding the scores that exceed the original 
threshold value and then re-calculating the statistics, the actual 
outlier removal can be performed by using the revised threshold. 
According to experimental tests shown in this paper, all tested 
techniques (SD, MAD, IQR) were improved by the proposed 
approach. 
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