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Abstract

In this work, we compare the performance of human listeners

and two well known speaker verification systems in presence

of voice mimicry. Our focus is to gain insights on how well

human listeners recognize speakers when mimicry data is in-

cluded and compare it to the overall performance of state-of-

the-art speaker verification systems, a traditional Gaussian mix-

ture model-universal background model (GMM-UBM) and an

i-vector based classifier with cosine scoring. We have found that

for the studied material in Finnish language, the mimicry attack

was able to slightly increase the error rate in a range acceptable

for the general performance of the system (EER from 9 to 11%).

Our data reveals that enhancing the audio material by minimiz-

ing the differences of data collected in different environments

improves the accuracy of the speaker verification systems even

in the presence of mimicked speech. The performance of the

human listening panel shows that successfully imitated speech

is difficult to recognize, even more difficult to recognize a per-

son who is intentionally trying to modify his or her own voice.

The average listener made 8 errors from 34 selected trials while

the automatic systems had 6 error in the same set.

1. Introduction

The accuracy of speaker verification systems has steadily im-

proved in the recent years due to advances in methods that coun-

teract against undesired channel, environmental noise and ses-

sion variations. Such systems are gaining demand as a recogni-

tion tool in devices and services that require subject’s identity

verification. Also the accuracy of the systems has a direct rela-

tion to the quality of the audio samples and the features used to

characterize speakers. Depending on the application, the users

of a speaker verification system are considered cooperative or

non-cooperative [1]. A cooperative user wants to have himself

or herself correctly recognized to achieve logical or physical ac-

cess. A non-cooperative user would, voluntarily or not, provide

a speech sample with the intention of not getting recognized,

by disguising his or her voice. While some voices from cooper-

ative subjects are matched correctly against themselves, others

are frequently confused with other speakers’ voices [2, 3]. Non-

cooperative setting, or attack against an automatic system [4],

can be achieved using technical means, such as voice conver-

sion [5], adaptive speech synthesis [6] and replay attacks [7].

In this work, we concentrate on mimicry attack, which can-

not be easily detected by technical means since the speech

is produced by an actual human being and not by a speech

synthesis or voice conversion algorithm. Mimicry attack not

only raises an interesting non-cooperative scenario that could

threaten speaker verification systems, but it is also phonetically

relevant to know how speakers can modify their voices to sound

like another person.

Previous studies have evaluated mimicked speech and the

role of the impersonator, either professional or not, to mimic

the targets’ speaking characteristics related to prosody, pitch,

dialects and speaking style. It has been reported that imper-

sonators are often able to adapt especially the fundamental fre-

quency and occasionally also the formant frequencies towards

the target voices [8, 9, 10]. A visual acoustic comparison of

the imitator’s natural voice and his impersonation, and the tar-

get’s voice is shown in Fig. 1. In fact, [8, 11] used automatic

speaker recognition technology to objectively evaluate the suc-

cess of voice imitation. The authors in [8] used a prosody-based

speaker recognition system and found that fusion of 12 prosodic

features increased the impersonator’s efficacy. The authors of

[11], in turn, evaluated mimicked speech with prosodic fea-

tures based on intonation, duration and energy. 9-dimensional

feature vectors from original and mimicked speech were com-

pared using dynamic time warping (DTW) alignment. The best

mimic attempt obtained a high speaker similarity score. The au-

thors further carried out a listening test to grade the mimicked

speech, and the results indicate agreement between the auto-

matic prosodic system scores and the listeners’ opinion. In other

studies, focuses have been given on analyzing the vulnerability

of speaker verification systems in presence of voice mimicry.

For example, in [12, 13, 14], vulnerability of Gaussian mixture

model (GMM) based systems was investigated. These studies

indicate that if the target of impersonation is known in advance

and his/her voice is close to the impersonator’s voice, then the

chances to spoof an automatic recognizer are increased.

Our recent work on mimicry attack [15] presented a vul-

nerability study of two well-known speaker verification sys-

tems. Though we found that the accuracy of automatic recog-

nizers was not much affected by mimicry, the observation was

unreliable due to the technical differences between the target

speaker’s data harvested from the web and the studio record-

ings of the impersonator.

This problem can be possibly solved by: a) recording im-

personator’s and target speakers’ voices in the same studio or

room, b) using acoustic features that are comparably more ro-

bust to additive noise and channel differences such as prosody,

or c) include a perceptual test as a human benchmark paral-

lel to the automatic system. Regarding the first option, hav-

ing an impersonator and target speakers’ voices recorded in the

same room is not feasible in practice (see [14] for an excep-

tion), and the accuracy of prosody-based systems are not yet

comparable to spectral-based systems. Human benchmark com-
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Figure 1: An example of speech impersonation. Spectrogram and formant tracks (F1 through F5) of the impersonator’s own voice (top),

impersonation (middle) and the target speaker (bottom). Formants computed using Praat. The target speaker is the current president

of Finland, Sauli Niinistö. Comparing the top and middle figures, the impersonator can modify his voice away from his natural vocal

tract configuration (for instance, F4 is lowered and F5 raised). Even if the formants do not quite match those of the target speaker, the

impersonation is perceptually convincing to a native listener.

pared to automatic systems has been used in previous studies

[16, 17]. In terms of human assisted speaker verification sys-

tem [18, 17, 19], such as a forensic system, it is important to

know how a non-cooperative subject could either mimic some

other speaker or disguise his or her voice. In addition to im-

proving speaker recognition methodology, it is also of great in-

terest to compare human speaker verification performance to

that of an automatic system. In this work, we extend it to non-

cooperative case involving a professional impersonator. We find

out that listeners are able to recognize the speaking style of

well-known personalities or identify if a person is “acting” an-

other person’s voice. On the other hand, in successful imitation

trials, listeners are uncertain about their decisions. The effect is

even stronger in disguise trials, where most of the listeners made

mistakes. Difficult cases for listeners seem to involve speakers

that sound different in separate recording sessions. Also famil-

iarity with the voice in the case of well-known target speakers

was considered.

2. Material

The main challenge in studies involving mimicry is the scarcity

of the data. The existing data is created for a specific study,

which is not publicly available and cannot be considered as a

standard evaluation corpus [15]. Not only data collection is ex-

pensive, but also finding professional impersonators (voice ac-

tors, singers or entertainers), with available time to create the

corpus is difficult. In addition, the target speakers are usually

well-known public figures and their speech samples are col-

lected from radio interviews and TV programs. As a conse-

quence, there are technical mismatches since the impersonator’s

voice have been recorded in a studio environment.

2.1. Target speakers

A speech database containing the voice of five well-known

Finnish public figure is used for this study, including: the cur-

rent president of Finland (Sauli Niinistö), a former president

(Martti Ahtisaari), a former prime minister (Matti Vanhanen),

a theatrical director (Jouko Turkka), and a businessman (Hjal-

lis Harkimo). The actual speakers voice was collected from

radio interviews and TV programs where as their voices are
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mimicked by a professional impersonator whose speech sam-

ples were recorded in a quiet studio environment. This voice

data was collected by [20] and subsequently, it was used for

mimicry attack analysis in [15].

2.2. Technical aspects

To create a scenario in which mimicry attack could threaten a

speaker verification system, we focus in telephone quality data.

All audio samples were down-sampled to 8 kHz and converted

to mono. The audio segments were preprocessed to reduce

the differences caused by channel differences and environmen-

tal noise. A speech enhancement algorithm based on the log

estimation of the complex spectrum of the signal, known as

logMMSE [21], was applied to all speech segments. The log-

MMSE estimator reduces residual noise without greatly affect-

ing the speech signal. For this study, we used the implemen-

tation presented in [22]. Other speech enhancing algorithms

based on Wiener filter were experimented with the mimicry

data, and in a subjective comparison it introduced noticeable

level of distortion in some of the frequency bands. As noted

in [23], the logMMSE speech enhancement method did not de-

grade significantly the sound quality nor the speech intelligibil-

ity, our only requirement for the listening test.

2.3. Corpus design for the experiments

The training material for target speakers includes a maximum

of 5 minutes of active speech. The length of the test utterances

was set to 20 second chunks from original utterances of vary-

ing length. The professional impersonator’s natural voice (no

mimicry) was recorded reading segments from interviews of

the target speakers in addition there are two mimicry samples

per target speaker. The trial list of the baseline case contains

the test segments of the target speakers and the impersonator’s

natural voice as the impostor. In the mimicry attack test, the

genuine trials were kept same as of baseline case and imperson-

ator’s samples mimicking the target speakers were set as the im-

postor trials. In this way, the effects for the system performance

were compared between the case in which the data included

mimicry and the baseline. The trial list contains 27 genuine tri-

als to represent the 5 target speakers and 155 impostor trials.

The test segments were set to have the same length and in this

study their speech content do not match.

3. Experiments

3.1. Speaker verification systems

In the present study, two speaker verification systems are con-

sidered where both utilize a 54-dimensional Mel-frequency cep-

stral coefficient (MFCC) as feature extractor. The first system

is based on a classical Gaussian mixture model with univer-

sal background model (GMM-UBM) [24]. The other system

is based on a recently introduced i-vector with cosine scoring

[25]. In both systems, the UBM of 512 mixtures is trained with

NIST 04, 05, 06 and 08 data.

For the i-vector with cosine scoring, given two utterances

represented by two vectors in the i-vector space [26], the angle

between the two vectors, or cosine similarity, is considered as

a measure of similarity [27]. The i-vector extractor produces

400-dimensional i-vectors and its T-matrix is trained using the

same data as UBM plus Fisher and Switchboard corpus.

3.2. Listening test

The listeners in our experiment are native Finnish speakers. 19

female and 15 male with an age range from 20 to 65 years old

had participated in a web-based listening test, to compare 34

pairs of speech samples (See form screen in Fig. 5). The listen-

ers are considered naı̈ve since no formal training was required

to participate in this experiment. The sample pairs are a subset

of the corpus used for the automatic system, with the test seg-

ments length of 10 second duration. The length of the speech

utterances was set at this size in order to facilitate the listening

as the total number of trials is 34. In addition to speech enhance-

ment described in section 2, all the speech samples were further

normalized to have the same active speech level. We estimated

the active speech level with the implementation provided in the

VOICEBOX speech processing toolbox [28] called activlev

function.

The listening test was conducted in two cities: Joensuu and

Tampere where the two collaborating groups in this study are

located. Students, acquaintances and coworkers with little or

no knowledge of our study were invited to participate in the

test. The listening tests were scheduled in a silent office envi-

ronment of approximately 15 square meters area. In Joensuu,

a desktop computer was used with Sennheiser HD 570 head-

phones, in Tampere a laptop computer with two audio interface

devices, Motu Ultralite mk3 and a Roland Quad capture, in ad-

dition to AKG and Sony studio headphones was used.

The type of listening trials comprising the test are described

in Table 1. The only instruction given to the listeners was to lis-

ten to each pair and compare the voices in the samples. The

listeners were not told that voice mimicry was included in some

of the trials. For each trial, the listeners had to select their deci-

sion as one of the following options: Same speaker, somewhat

the same speaker, I cannot tell, somewhat different speaker, dif-

ferent speaker. After completing the test, the participants were

asked to name the speakers that they had identified in the sam-

ples and also describe the cues they used to differentiate the

speakers.

Table 1: Distribution of the 34 trials per speaker for the listen-

ing test.

Speaker

Trials

Genuine
Impostor

Baseline Impersonator

Martti Ahtisaari 2 2 2

Hjallis Harkimo 2 2 2

Sauli Niinistö 2 2 2

Juoko Turkka 2 2 2

Matti Vanhanen 2 2 2

Impersonator 4 - -

It is worth mentioning that, during the preliminary test for

the listening test, the organizers faced the question whether the

task would be too easy for the listeners. Not only the speech

samples from the target speakers belonged to different interview

segments, but the context of the utterance could also make the

comparison more a matter of channel differences or a compari-

son of the conversation content. However, during the test it be-

came clear that analyzing 34 speech samples for an uninformed

listener was not easy as we expected. Most of the participants

reported a considerable amount of effort to compare the speak-

ers’ voices.
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Table 2: Effect of mimicry attack in terms of equal error rate

(EER %).

Material Test GMM-UBM i-vector Cosine

Original audio Baseline 11.11 9.03

Mimicry attack 9.68 11.61

Enhanced audio Baseline 7.08 0.59

Mimicry attack 5.52 4.41

4. Results

4.1. Automatic systems results

To analyze the effect of imitation spoofing, we present the per-

formance in terms of equal error rate (EER) which corresponds

to equal miss and false alarm rates. In Table 2, the performance

for GMM-UBM system shows contradictory results for the two

study cases, this could be the effect of the limited data for the

study. Also, we noticed a slight increase in the EER for the

i-vector cosine system when mimicry is present. It is notice-

able that the systems performed much better when the data was

preprocessed by logMMSE enhancement before feature extrac-

tion. Even though EER is a standard measure for comparing

the accuracies of verification systems for a very large number

of trials, in this study it does not provide us enough informa-

tion due to a limited number of trials. Therefore, an alternative

method is used were the scores for each target speaker are an-

alyzed to evaluate the effect of mimicry attacks in speaker ver-

ification systems. In Fig. 2, the average recognizer score per

target speaker is calculated before the mimicry attack (baseline)

and after it (mimicry case). The graphs show the score distribu-

tion for the enhanced audio data and include the standard error

of the mean (SEM) with confidence range of 95%.

Comparing the heights of the baseline target graphs – a

measure of the similarity of our imitator’s natural voice against

a particular target – Ahtisaari and Niinistö appear to be the most

similar to the imitator’s voice, while Turkka and Vanhanen have

lower impostor scores. The same pattern holds for both rec-

ognizers. Previous studies [10, 13] have suggested that imita-

tion attacks against “similar” target speakers might be easier

than against speakers with very different voice quality. Figure

2 shows that the mimicry scores against the most similar tar-

get, Niinistö, is lower, while the relative increase is largest with

targets like Harkimo and Ahtisaari.

The authors in [12] used a verification system that had high-

quality clean input signal and controlled text passages to select

the most similar and dissimilar speakers for the impersonator.

Our study deals with a scenario with free-text inputs and involve

different sound quality target recordings. It is likely that the lex-

ical and channel variation masks the effects of impersonation.

To be able to ideally focus on the success of the impersonation,

all speech samples should be recorded under the same condi-

tions. However, this is neither practical nor does it represent a

threat that could occur in a real world scenario.

4.2. Listening test results

To analyze the difficulty of mimicry attack scenario for human

listeners, we carried out a listening test with 34 speech pairs.

The small number of trials considered for the listening test al-

lows a thorough trial by trial comparison. The grid in Table 3

shows the listeners’ decisions for each of the 34 trials. The er-

rors per trial are shown in terms of false alarms and misses. We

identify three main types of trials:
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Figure 2: Score distribution comparison per target speaker for

data duration constraint of enhanced audio samples. The bars

also show the standard error of the mean with 95% confidence.

“Easy” trials. The trials with less than or equal to five errors

(2, 5, 6, 13, 16, 19, 21, 24, 27, 30) correspond mainly to

impostor trials and some genuine trials (11, 15, 18, 23,

32).

Trials with more misses. The group of trials with higher num-

ber of errors are mainly genuine trials, for example

speech pairs with impersonator’s natural voice against

his impersonations (trials: 31, 34). These are disguise

trials because the impersonator attempts to sound dif-

ferent from his natural voice. Other set of trials with

more misses correspond to genuine trials as in 7 and 12,

these samples are from the target speakers corresponding

to different sessions. This perceptual inter-speaker vari-

ability could be more related to the context of the con-

versation: the conversation is more animated, the topic

is more attractive, etc.

Trials with more false alarms. One more source of errors are

trials with target voice against impersonation as in trials

10, 14, 25.

It is worth noticing that for trials 14 and 25 half of the listen-

ers responded that the samples correspond to the same speaker

versus different speaker while these, in fact, were mimicry tri-

als.

We analyze the type of errors the listeners made for target

and non-target trials in Fig. 3. Confidence intervals are com-

puted from binomial distribution with 95% confidence region.
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Table 3: Listeners total errors trial-by-trial. The errors are shown highlighted. The decision number indicates the confidence level: 1:

Same speaker, 2: somewhat the same speaker, 3: I cannot tell, 4: somewhat different speaker, 5: different speaker.
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The method used to compute the confidence interval is Clopper-

Pearson, the so called “exact” method [29]. The non-target trials

are divided in two categories: impersonator’s “natural” voice

(baseline impersonator) and mimicry trials. On average, the

listeners answered incorrectly for 8 out of 34 trials. The least

successful listener made 15 errors and the “best” two listen-

ers made only 4 errors. Comparing the impostor and impostor

impersonator distributions, it is observed that the intervals for

incorrect decision do not overlap. This indicates that the im-

personator is able to increase the amount of errors in listeners’

decisions in a statistically significant margin when mimicking

the target speakers.

The distribution of “same speaker” decisions from the 34

listeners is shown in Fig. 4 for each of the target speakers. The

graph indicates that the answers corresponding to same speaker

for genuine trials is higher in most cases except in Turkka’s tri-

als. The listeners had difficulty deciding if the trials containing

his voice samples correspond to the same or different speaker.

The target speaker is a theatrical director and his speech sam-

ples are segments from different recordings in which his speak-

ing style changes considerably. This likely caused the listeners

to conclude the speaker to be different. Similar confusion was

noticed when his voice was compared to the impersonator’s nat-

ural voice and even more in impersonations of his voice. One

reason for confusion could be that just few of the listeners rec-

ognized him as one of the target voices indicating unfamiliarity

with his voice.
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Figure 3: Listening test correct and incorrect decisions by the

listeners for target and nontarget (impostor, impostor imperson-

ator) trials.

In the “same speaker” decision for the mimicry trials, we

observe an increase in the height of the distributions for all the

target speakers except Ahtisaari, indicating that few listeners

confused the impersonated samples for the target’s voice. After

the listening test, most of the listeners were able to name Martti

Ahtisaari and Sauli Niinistö as part of the target voices. How-

ever, identifying all the speakers in the test did not affect the
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performance of a listener, for example 2 from the 34 listeners

reported correctly the target speakers, nevertheless they made

as many errors as the average listener. The two listeners with

only 4 errors in the test identified 3 of the 5 target speakers.
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Figure 4: Comparison of “Same speaker” decision distribution

per target speakers by the participants of the listening test.

For any automatic system to produce meaningful results,

we need to provide a set up with sufficient amount of speech

material. On the other hand, for a perceptual test, the amount

of test material should be short enough for a listener to perform

the voice comparison task without weariness. In this sense, we

cannot make a direct and fair comparison between listeners and

automatic systems performance. We can, however, evaluate the

outcomes and make a qualitative analysis in their performances.

Based on these, the 34 speech trials were analyzed by our au-

tomatic systems. First, all scores were turned into decisions by

finding the optimum bias, with Bayes optimal decision thresh-

old at the origin. We found the bias by logistic regression, with

prior probability of seeing a target speaker equals to 0.5 and

both, false alarm and miss, costs being to 1. We optimized the

bias for the evaluation data directly, so that the results can be

seen as the best possible decisions. Both the GMM-UBM and

the i-vector systems performed similarly with equal number of

errors. Similar to Fig. 3, we divided the decisions to target and

nontarget (impostor, impostor impersonator) trials. In contrast

to the listening test, we have only one system represented here,

so the total number of trials is limited to 34. However, we can

observe a similar trend as with the listening test that the imper-

sonation increases the errors on detecting nontarget trials cor-

rectly. The total number of errors from the automatic system is

6, comparing this to listening test where on average the listen-

ing pool performed 8 errors. However, the best of our human

listeners had only 4 errors.

5. Conclusions

We have assessed the accuracy of two speaker verification sys-

tems, GMM-UBM and i-vector with cosine scoring, with mim-

icked data in Finnish language. A perceptual test was also in-

cluded to analyze if human speaker verification performance

of non-expert listeners is affected by the presence of mimicry

speech. Our results indicate that, the impersonator was able to

increase his automatic speaker verification score only for one

of the five target speakers. For the same target speaker, the

listeners were however uncertain to decide if the voice of the

impersonator was not the same speaker. Even though most of

the listeners recognized the speaker correctly with the other tar-

get speakers, when the listeners were presented with the im-

personator’s own voice and a successful imitation of a target

speaker (disguise), more than 20 of the 34 listeners judged the

speaker to be different. This suggests that human listeners may

be more likely to make recognition errors under disguise, rather

than mimicry. Comparing human and automatic recognizer per-

formance, we noticed that listeners made 8 errors on average,

whereas automatic system made 6 errors on the same data set.

In general, listeners performance is affected by the differences

in speaking style. In perceptual tests, it is more evident that

some speakers are easier to detect than others. On the other

hand, automatic system has similar performance across speak-

ers irrespective whether imitation is present or not. For future

work, studying mimicry data with more than one impersonator

subject would give a wider perspective of how these results ex-

tend to other impersonators.
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Figure 5: Web-form for the listening test in Finnish. The listeners were instructed to listen and decide whether the speech samples

belong to the same or different speaker. The listener’s decision options were: a) Sama puhuja (Same speaker), b) Jossain määrin sama

puhuja (Somewhat same speaker), c) En osaa sanoa (I cannot tell), d) Jossain määrin eri puhuja (Somewhat different speaker), e) Eri

puhuja (Different speaker).


