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II  

Abstract 

Nowadays color images of objects are widely used in different scientific fields. Studying of the 

color images helps to make creations, which are impossible without them. There are many works, 

which made research of human’s skin color images for the color reproduction of color film and 

color television systems; it is known also that some works appeal to skin in order to make skin 

recognition. At the thesis the multispectral images of human skin for medical application are 

studied. The analysis of spectral images of skin using Independent component analysis is made. 

New methods for conversion of spectral images, which are studied by the ICA method, are 

obtained. Using the FastICA algorithm independent components of skin are obtained, and analysis 

of them is made.  
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Analysis of the spectral image of skin, Independent component analysis of skin, FastICA algorithm, 

independent components of skin. 
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Аннотация 

В наше время цветные изображения широко используются в различных областях науки. 

Благодаря цветным изображениям зачастую становится возможно сделать открытия, которые 

были бы невозможны без них. Цветные изображения поверхности кожи человека также 

широко исследуются в различных областях науки, например таких как репродукция цветных 

фотографий, цветное телевидение или в задачах распознавания кожи человека. Данная 

работа посвящена изучению мультиспектральных изображений поверхности кожи человека 

для медицинских приложений. В течение работы над дипломом был проведени анализ 

спектральных изображений кожи человека при помощи метода Независимых компонент. 

Были получены методы конверсии спектральных изображений, к которым был в дальнейшем 

применен статистический метод Анализ независимых компонент. При использовании 

алгоритма FastICA, в дипломной работе получены и проанализированы независимые 

компоненты кожи человека. 

Ключевые слова:  

Анализ мультиспектрального изображения поверхности кожи, Анализ независимых 

компонент кожи, FastICA алгоритм, независимые компоненты кожи. 
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1 Introduction 

Skin color studying may be considered as important problem for diagnostics of skin diseases. With 

the recent progress of spectral imaging, computer graphics and some modern computational 

applications, the diagnostics of the skin diseases on the base of mathematical modeling of the skin 

becomes increasingly possible and correct on early stages. 

There are many medical and industrial fields, for which accurate skin models and statistical results 

may be useful. As it is known, in dermatology, skin models can be used to develop methods for 

computer assisted diagnosis of skin disorders. In the pharmaceutical industry quantification is quite 

useful when applied to measuring healing progress; such measurements can be used to evaluate and 

compare treatments and can serve as an early indicator of the success or failure of a particular 

treatment course. Consumer products and cosmetic industries can use computational skin 

representations to substantiate claims of appearance changes [27]. 

 

Figure 1. Skin layers. 

Human skin is the turbid media with multi-layered structure [62]. Various pigments such as 

melanin, hemoglobin, bilirubin, etc. are contained in the media and influence on the skin color. 

Some techniques allow studying each pigment, skin component, separately. The Independent 

component analysis (ICA) is a technique that extracts the original signals from mixtures of many 

independent sources without priori information on the sources and the process of mixture [60]. 

There are several applications of the method in medicine and other scientific fields. In the thesis the 

ICA model is applied to skin color images, which were obtained in the Color laboratory of the 
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University of Joensuu. Skin images can be considered as multispectral images, i.e. images with 

number of spectral channels exceeding the three. In the thesis such type images are studied. 

 

Figure 2. Example of spectral image [36]. 

For the convenience of readers let us to give a summary of the thesis. The thesis “Analysis of 

spectral images of skin for medical application” consists of five chapters of research work, the 

oddments, references and appendices. 

Chapter 2 represents a theoretical part; it introduces a reader to historical facts of appearing of 

radiology and other methods of diagnostics by human body’s images study. In the chapter it is also 

shown that new technologies allow studying of diseases deeper and diagnose more accurate. The 

importance of skin cover is considered there, and examples of the skin diseases affecting skin color 

and structure are given. The skin reflectance properties are discussed in the chapter, the skin model 

based on analysis of [17] is also presented. The pigments defining the skin color are determined in 

order to acquaint a reader with the facts of skin optics. 

Chapter 3 describes the ICA method, which is studied during the research work. The history of ICA 

and its medical applications are discussed; definitions, restrictions and assumptions of the model are 

presented in the chapter. In order to make algorithms of the method simpler the assumption that 

both mixture variables and the independent components have zero mean is maid. The observed 

variables are centered before applying of the ICA. An advantage of the whitening is a 

transformation of a mixing matrix into an orthogonal matrix, and whitening simplifies the problem, 
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because helps to estimate half of parameters. The preprocessing, which includes centering and 

whitening of the observed variables, is considered in the section, and the necessity of the 

preprocessing is clarified there. In conclusion of the section, the FastICA algorithms are discussed 

and presented. 

Chapter 4 is an introduction in Spectral imaging; there are many definitions of different types of 

spectral images, illuminations in the chapter. Also in the section, an application of the linear 

interpolation for conversion of radiance type images to reflectance type images is shown. Two 

algorithms of obtaining the matrix of mixture variables are offered, and an implementation of them 

is presented in the fourth chapter. 

Chapter 5 represents tests description and analysis of results, obtained during the research. In the 

chapter some statistical approaches are used in order to prove one or another characteristic of 

independent components. Quantity of independent components, to be observed in the thesis, was 

chosen in the section. The FastICA algorithm with symmetric orthogonalization was established as 

the best estimation approach for the component obtaining. At the end of the chapter the separation 

of three independent components of skin color image is made. Each component was presented as a 

spectrum, and separated colors were shown in RGB format. 

Discussion of the work results and conclusions of the thesis are presented in the sixth chapter. 

There are brief summaries after every chapter. In the thesis the cross-references are used. During 

the work at the thesis more than 60 articles and books were read and used, the most important of 

them are presented in the thesis. Appendices include illustrations, data, algorithms, and results of 

the tests using during the work on the thesis. The thesis was written in accordance with reference 

book on dissertation’s writing [66]. 
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2 Spectral Skin Images in Medical 

Diagnostics 

The old Latin proverb says: “Diagnosis cetra — ullae therapiae fundamentum” (Certain diagnosis 

forms the basis of medical treatment). 

Medicine often appeals to diagnostics of diseases by researching of human body organs’ and whole 

organism’s images. For that there are many different methods and equipment. Contemporary 

technology allows researching almost of all human organs and systems, all anatomical formations, 

which sizes are bigger than microscopical ones. There are many skin diseases and some of them 

affect skin color and structure, what makes possible diagnostics of them at the basic stages. 

2.1 Methods of Medical Diagnostics Imaging the Huma n 

Internal Organs 

During many ages doctors tried to solve the problem: improve recognizing of human diseases. Need 

for method, which would give them to look into the human’s body without injuries, was immense. 

Many years ago information about normal anatomy and anatomical pathology of men was based on 

dead bodies’ study. With the advent of computer technologies more possibilities for human 

internals’ images analysis appeared. New era came with X-ray photography. Earlier, during 

analysis, a radiologist bet on his vision. As known, human eyes are not very sharp. Then new 

methods, which allow taking of internals’ images, appeared, among them are tomography, 

ultrasonography, nuclear magnetic resonance tomography and others. And now there are many 

systems, intensifying images, displaying them on a monitor or keeping them on the hard disk and 

transferring the data. Also digital monitors of new diagnostics systems allow getting of an image 

any studying part of body in wanted scale and aspect, what helps to diagnose a problem quickly and 

qualitatively. Application of these methods and X-ray to medical science results in Radiology 

science, which concerns of imaging of the human body on a screen, paper, film, and then decoding 

of the images, makes the determining of organism’s condition possible. The history of radiology 

written above is derived by analyzing information from [19, 57 and 59]. 
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Some methods of diagnostic by using image analysis is presented in the thesis, the first is the X-ray 

photography. 

X-ray is a form of electromagnetic radiation, just like visible light. In a health care setting, X-rays 

are emitted by a machine as individual "particles" (photons) that pass through the body and then get 

detected by a sensitive photographic film. X-ray allows finding of bone and muscle fractures, 

because they have dense structure that blocks most of the photons and appears white on developed 

film. 

Another method, which uses the ultrasound waves for obtaining images, is an ultrasonography. 

Ultrasound is sound waves, which frequency higher than 20 kHz. This method allows displaying 

two dimensional images of internal organs, estimating theirs’ size, shape and structure. Using the 

ultrasound doctor can estimate amount of lesion of an organ without laboratory tests. 

The following method of body organs’ photography is close to X-ray diagnostic. Fluorography is 

based on photographing of shadow image by mounting a camera in front of the fluorescent screen. 

It may be used for comprehensive body examination especially for gastrointestinal and locomotor’s 

systems including pelvis, chest, spine, worm etc. 

Developing of X-ray research allowed decreasing of the exposure time and improving of the image 

quality. But radiation diagnostics gives only sections of organs images on any depth, what presents 

the whole object, but not a visualization of it. Computers made this problem solvable because of 3-

D reconstruction of the patient’s body. So computers allow recognizing of more diseases than 

human eyes. 

In 70’s a new method of diagnostics based on photographing whole human body or its parts was 

developed. Computer processes images of sections and display results on the screen. This method is 

widely used in diagnostics of brain-growth and soft tissues in the organism. Hence the computer 

tomography can be added to newest methods of diagnostic. 

The following picture shows an example of images, which are made by using X-ray. The X-ray on 

the left picture 3.a shows a normal heart. The heart on the right X-ray, picture3.b, is enlarged [26]. 
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Figure 3. X-ray images of a heart [50]. 

2.2 Diseases Affecting Skin Structure and Color 

Skin is a natural protective body covering of a human, an outer surface of a body, site of the sense 

of touch. The skin thermoregulates an organism, executes secretor and exchange functions. The skin 

consist of two layers: an outer epidermis and an inner sensitive dermis composed mostly of 

connective tissue. Also the skin helps organism to be resistant to dust, wind, humidity, sudden 

changes of temperature, chemical irritants, touch and rubbing. 

While skin is the most accessible organ to research, the diagnostics of skin presents difficulties 

because of many clinical forms (about 2000) and rare diseases. 

There are many diseases affecting structure and color of skin [26]. Some skin diseases are 

determined by modifications of the skin. Among them is furuncle that is an infection of a hair 

follicle, a painful sore with a hard pus-filled core. Furuncles may occur in the hair follicles 

anywhere on the body, but they are most common on the face, neck, armpit, buttocks, and thighs. 

Another one is eczema that is characterized by the presence of redness and itching, an eruption of 

small vesicles, and the discharge of a watery exudation, then crusty and thickened skin. Very often 

an eruption appears on hands, feet, shank and less on a body. A flowing of the eczema distinguishes 

by lingering. A virus infection, herpes can affect on skin structure. The most common symptoms of 

herpes are blister or clusters of painful blister-like sores. After the penetration the virus is kept safe 

in the human organism for whole life as latent infection, which may remain in sensory nerve cells. 

Under the influence of some diseases herpes can appear again. Harmless, at first glance, changes of 

skin can be a demonstration of serious illness. There some skin diseases are considered in the thesis. 
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Some of them become apparent on early stages by changing skin color and morphology. Exactly 

these changes allow to a doctor to discover disease. 

 Pigmentation is interesting by changing the color of skin to different colors. Pigmentation is 

formed during first months and years of life and depends not so much on pigmented cells number as 

on theirs dynamic abilities. Young people with white skin have proportional distributed 

pigmentation. At an early age a blood supply is good. The skin of seniors is become thicker and a 

blood supply is become worse. Moreover, dry old skin admits the light deeper inside, what is a 

reason of the sallow color of the skin. The distribution of the pigment also is broken, different size 

chloasmas are appeared in the skin. Also very often an illness affected the skin color.  

An allergy influences on skin color depending on allergens. Causes of an allergy are food, drugs, 

bacteria and many other factors. An allergy is a response, such as rash, hives, itching, asthma, hay 

fever, etc., to an allergen. 

And on the contrary, a vitiligo is a rare skin disease consisting in the development of smooth, milk-

white spots upon various parts of the body. Cause of the vitiligo is incapacity of some parts of skin 

for making a pigment. The illness is almost incurable. 

Dermatitis is not uncommon disease, it is a skin disorder and inflammation, producing a rash, sore, 

cracked skin, and skin becomes itchy and may develop blisters. Doctors discern also a contact 

dermatitis, which appears due to direct contact with an irritating substance, such as berries or 

chemical goods. The skin inflammation appears immediately, and an affected area of skin 

corresponds to a contact area. 

Often, a fire, an electric, a radiation or chemical effect or intense heat have affect on human skin. 

Theirs actions cause a born disease. The gravity of injury depends on temperature, duration of an 

effect, area of injury and location of the burn. 

Chronic skin disease psoriasis, characterized by dry red patches covered with scales, silvery, flaky 

surface. The primary activity leading to psoriasis occurs in the epidermis, on the scalp and ears and 

genitalia and the skin over bony prominence. The skin reacts on the infection by growing very fast, 

trying to "grow" the infection off the skin. The skin also does not mature normally. 

Seborrhea produces a disruption of the oil gland working, which is characterized by a skin fat 

secretion. Seborrhea can appear on any part of skin, where the oil gland is much: scalp, face, back. 

The skin is thickened and looks dirty gray; pores are quite often with blackheads. 



 
 
 

8 

These and other skin diseases can be found from Medical Encyclopedias [26]. Also it is necessary 

to notice that not only skin diseases have affect on skin color and structure, diseases of many body 

organs and general state of human health have an influence on skin condition. 

2.3 Color of Human Skin 

Skin color is one of the most conspicuous ways, in which humans are varying, and which is widely 

used to define human races. Men have adapted over a long period of time to local conditions, and 

now we can divide them into races on the basis of geographical distribution. People, living in the 

tropic zone usually have dark skin and, contradictory, Northern Europe people have a fair skin. 

The appearance of human skin is governed by the nature of the surface, by the epidermis, dermis, 

subcutaneous tissues and pigmentation in the hair shaft and follicle. Keratin lamellae are produced 

on the skin surface, melanin is produced beneath this horny layer, and yellow carotenoids are 

deposited deeper in the dermis. The number of blood vessels, the extent, to which they are filled, 

oxygen and pigmentation in the blood also influence on outward color of the skin. Skin color is an 

indicator of human well-being. For example, pallor color of the skin is caused by a diminished 

blood flow, by blood, which has low oxygen-carrying capacity and by fluid beneath the skin layers. 

On the contrary, redness is caused by too much oxyhaemoglobin, by increased blood flow, or by 

high temperature, as heat is dissipated from the surface capillaries. An appearance of the yellowness 

of the skin is explained by high serum carotene levels, yellow-brown or black patches on the skin 

by exposure to the sun, dispersion or certain specific diseases. A description of these and other 

kinds of pigmentation as cyanosis (blue appearance), chlorosis (greensickness) and other, which are 

caused by some changes in human organism and theirs effect on skin color, can be found in [31]. 

Skin coloration in humans is adaptive and labile. Because of this, skin coloration is of no value in 

determining phylogenetic relationships among modern human groups. 

The major pigment is, however, melanin, and the skin color of all races can be related to the size, 

aggregation properties, and speed of response of the melanocytes, the cells, which produce the 

pigment melanin. Cotton et al. [17] claim that “The color of the skin is primary due two factors: 

melanin in the skin and the presence of blood.” In [56] the dependence of skin color from pigments 

of skin is clarified. 
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The chromophores, which are considered in next subchapter, are a chemical group that gives a color 

to a skin and determines the reflectivity of the skin at various wavelengths [67]. In the thesis only 

several chromophores, which are listed by authors in [2, 3 and 4] are presented.  

2.3.1 Formation of Skin Reflectance 

There are many techniques to calculate reflectance spectra of the human skin. To understand the 

development of coloring within the skin it is necessary to understand that skin is a complex 

structure, which has two structurally different layers (epidermis and dermis) with different 

scattering, refracting and absorption properties. Different cells structure and blood distribution, 

amount of chromophores and water content in the skin layers affect on their optical properties. The 

skin reflectance spectra simulation based on Monte Carlo method can be found from [49]. The 

model of color formation within human skin based on Kubelka-Munk theory is presented in [2] and 

[17], and the following figure presents the model of human skin, which is based on the theory. 

 

Figure 4. Model of the human skin. 
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At first, the light enters the epidermis. Melanin pigment absorbs short wavelength more strongly 

than long one, and resulting light entering the dermis will have lost a blue component, depending on 

the amount of the pigment. The epidermis contains varying amounts of melanin and keratinized 

epithelium cells. The surface reflection of the human skin takes place at the epidermis surface. The 

reflection is approximately 5% of incident radiation in the range 350-3000 Nm independent of the 

lighting wavelength [17]. 

Most of the light incoming to a dermis, other than that absorbed, is reflected. The dermis contrasts 

strongly in structure that the epidermis, it has different optical properties because of constructing 

from a densely fibrous collection of collagen fibers and blood vessels. The blood born pigments 

hemoglobin, oxy-hemoglobin, beta-carotene and bilirubin are the major absorbers. The optical 

properties of the dermis are basically the same for all human races [15]. 

The light then passes back through the epidermis, where further melanin absorption takes place 

before being reflected through the stratum cornea. 

Melanin. 

Melanin accounts for most of the variation in the visual appearance of human skin. Melanin comes 

in two types: phaeomelanin (red to yellow) and eumelanin (dark brown to black). A number of 

theories have been advanced to account for man’s color via melanin pigmentation. These include its 

usefulness as camouflage, as an aggressive social signal, as resistance to sunburn and cancer, and as 

optimization of vitamin 3D  biosynthesis. Jablonski et al. [38] demonstrate that the relationship 

between skin pigmentation in indigenous human populations and latitude is traceable to the strong 

correlation between skin color and UV radiation. They also present evidence, supporting the theory 

that variations in melanin pigmentation of human skin are adaptive and that they represent 

adaptation for the regulation of the effects of UV radiation on deep strata of the integument. 

Melanin also can be defined as an optical and chemical filter. The penetration of light wavelengths 

is reduced by using melanin. In [38] a relation between skin pigmentation and vitamin 3D  synthesis 

is found. Vitamin 3D  is necessary for human growth, calcium absorption and skeletal development. 

According to Jablonski et al., humans with dark skin do not suffer from deficiencies of the vitamin 

3D , that can be attributed to lack of sunlight, even they live whole year in a zone of low UV 

radiation. 
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Melanin reflectance spectrum in the visible range is monotonically increasing with wavelength, and 

maximum absorption is happened in the UV range. [5]. 

Keratin 

Keratin is a fibrous protein that occurs in the outer layer of the skin (epidermis). It is formed inside 

the keratinocytes. Its fibers cause light scattering, but they are too thin to have a critical effect in 

skin reflectance [3]. 

Carotene 

This dermis chromophore can be also present in the blood. Carotenes are yellow or orange-red fat-

soluble pigments in plants. It presence in humans depends on food consumption. Its absorption 

peaks at 480 Nm, but it has a very weak effect on the overall skin color [3]. 

Collagen 

Collagen is a fibrous protein that can be found in the dermis. Its fibers are the primary source of 

light scattering in the dermis, determining the depths to which these wavelengths penetrate the 

dermis, but authors of [3] and [5] do not mention any impact on the reflectance spectrum of the skin 

[3]. 

Hemoglobin 

The dermis is deeply permeated with blood vessels, which contain hemoglobin (Hb). Hemoglobin is 

a protein containing in the red blood cells. Hemoglobin has a unique absorption spectrum with 

characteristic absorption bands at 420 Nm and in the 545 Nm – 575 Nm ranges [3]. 

The figure 5 shows the hemoglobin absorption spectrum versus skin reflectance, which is measured 

in [3, 5]. 
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Figure 5. Skin reflectance versus hemoglobin absorption [3]. 

Bilirubin 

Bilirubin is yellow orange-yellow pigment, the waste product that results from the breakdown of 

hemoglobin molecules from worn out red blood cells. Excessive levels of bilirubin stain the fatty 

tissues in the skin to the yellow. Along with the blood chromophores hemoglobin and oxy-

hemoglobin, bilirubin determines dermal absorption of wavelengths longer than 320 Nm and 

profoundly modifies skin colors. 

2.3.2 Differences in Human Skin Reflectance 

Angelopoulou in [3] describes a modeling of skin reflectance data densely sampled over the entire 

visible spectrum. She measured the hands skin reflectance of different races’ volunteers. Two 

different samples for each subject were taken: back of hands and palms. A light was falling 

approximately on the center of a hand. For further improvement of a signal she took the average of 

10 reflectance measurements for each skin sample. She also kept in her mind that color of reflected 

light depends on the color of incident light. Thus, the true descriptor of the spectral behavior of a 

material is the ratio of the light reflected from that material over the light that is incident on that 

material. Figures 6, 7 are taken from the article and show the skin reflectivity (albedo) of various 

races, which is the ratio of the amount of electromagnetic radiation reflected by a skin surface to the 

amount incident upon it, commonly expressed as a percentage. Different races are shown by 

different colors: Caucasian is shown in red, Asian in green, East Indian in blue and African descent 

in magenta. All the plots exhibit a gradual increase with respect to wavelength with around 575 Nm. 



 
 
 

13 

 

Figure 6. Reflectance spectra of the back of the hand for different races. [2] 

In order to test whether skin spectra variations could be attributed to melanin and local skin 

structures (hair follicles, hair, pores, etc.) they measured the spectra of the palm of the same 

volunteers. As expected, the palm has a more reddish spectrum than the back of the hand, figure 7. 

Notice, that the various spectra are much closely clustered and exhibit an almost identical shape. 

 

Figure 7. Reflectance spectra of the palm for different race. [3] 

The figure 8 shows a subset of the previous curves on the figures 6, 7 after their albedo has been 

rescaled to vary between 0% and 1%. Angelopoulou et al. [4] divided each reflectance distribution 

by the maximum value of that distribution. So she ignored the effect of the darkness of skin and 

concentrated on the shape of the spectrum. 
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Figure 8. Scaled spectra of the (a) back of the hand, (b) palm [4]. 

Figures 8.a and 8.b show the rescaled spectra of the palm and the back of hands of the same 

subjects. Notice, that in the absence of melanin at the palm, the curvatures for the darker skinned 

subjects are the same as for the rest of curves. The measured spectra demonstrate that there is a 

specific pattern in the spectral distribution of the color of skin. 

2.4 Possible Methods of Skin Analysis 

The human skin is examined in different sciences. Researchers study different properties of the skin 

for applications in different spheres of the life. There are many kinds of methods and approaches to 

make a skin analysis. New technologies allow studying of skin color and morphology everywhere, 

not only in laboratories, but also in hospitals, banks and police. 

The main role of the skin analysis is in the part of medicine – dermatology. Only by the skin 

analysis it is possible to make diagnostics of skin diseases. It is the most important part of skin 

research, but not the only one. Nowadays, at the era of anaplasty, surgeons very often appeal to skin 

study to improve rhytidectomy and skin implantation. 

In criminal identification and security system, and not only there, face recognition systems are 

employed. There are many approaches to detect human faces. With computers invention most of 

them are accessible. At the work [30] a statistic approach of the detection of human faces in color 

nature scene is described. Many methods detect faces by feature matching. In [12] some of the 

methods are considered and compared. Also an examination of the markings, which are made from 
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the fingertips, is used wide in criminal identification system. This method of personal identification, 

which is called dactyloscopy, based on unique physical or behavioral characteristics of every 

human. Fingerprint examines a shape and detailed characteristics (minutiae) of skin ridges pattern 

on human hands. 

The skin color modeling is widely used for recognizing faces and constructing a realistic face 

models. Also using reflectance measurements of the human skin it is possible to reconstruct three 

dimensional images of faces as it is described in [44 and 68]. Interesting works are in speech 

recognition by using visual information about the corresponding lip movements. For lips 

recognizing skin color information is used, two colors – skin and lips are marked out in order to 

improve recognizing [11]. 

Along with the methods, which are mentioned above, Principal Component Analysis (PCA) and 

Independent Component Analysis (ICA) are widely used for recognizing faces [7, 8 and 9]. More 

information about PCA method and comparison of it with ICA can be found from [20], ICA method 

is considered in the thesis. Also PCA, as applied to skin color, is considered in [35]. Chapter 3 of 

the thesis represents ICA model description and implementation of it, and chapter 4 describes the 

application of ICA for spectral images of skin. 

Brief  Summary of  Chapter 2 

1. Historical facts of new methods of the diagnostics, which are studied images of body organs, 

are considered. 

2. Some methods of the diagnostics by using image analysis, such as X-ray, tomography, 

ultrasonography, etc., are presented. 

3. Properties of human skin are described, and several diseases affecting on skin color and 

structure are presented in the paragraph. 

4. The model of human skin is constructed, and properties of skin pigments are studied. 

5. Applications of skin analysis in different fields are described. 



 
 
 

16 

3 Independent Component Analysis 

In the thesis spectral images of human skin are analyzed by the Independent Component Analysis 

(ICA) in order to extract and study information of components in the skin. ICA is a technique that 

extracts the original signals from mixtures of many independent sources without a priori 

information on the sources or the process of the mixture. At this chapter a basic conceptions of ICA 

are considered. 

3.1 History of ICA 

Hyvärinen et al. [32] refer that first mention about ICA technology was made in 1980s by J. Heraut, 

C. Jutten and B. Ans [6]. The requirement for the method appeared with coming problems in 

neurophysiologic setting. Researchers implemented ICA for different scientific fields. ICA has been 

applied to problems of array processing, communication, and medical signal processing and speech 

analysis. In the field of color image processing, Inoue et al. [36] proposed a technique to separate 

each pigment from compound color images. Useful works with applying the ICA are back-

propagation, Hopfield networks [29] and Kohonen’s Self-Organizing Map, also for higher-order 

spectral analysis [41]. The increased interest to the model took place from 1990s with the fixed-

point or FastICA algorithm, which allows applying the method to large-scale problems because of 

its computational efficiency. There are many works, which compare the ICA with other methods, 

for example, Comon [16] discusses about the ICA, its effectiveness and applications of the model. 

Due to its generality the ICA model is widely used in many different areas, but in the thesis only 

medical applications of ICA are discussed.  

In [46] authors employ the method for heart rate variability analyzing. Hyvärinen et al. [32] report 

that ICA is valid for measuring electric activity in the brain. In addition to the results they claim that 

ICA has been applied to other brain imaging and biometrical signals as well: functional magnetic 

resonance images, optical imaging, which means directly photographing the surface of the brain 

after making a hole in the skull, and for removal of artifacts from cardiographic (heart) signals and 

magnetoneugraphic signals. Kiselgov [40] describes the application of ICA method in software 

development for medical instrument-making industry. 
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Of course, there another applications of the model in the medicine are existed, may be some of them 

are on the creation and development stage as this thesis, or unknown to the author of the thesis. 

3.2 Description of the ICA Model 

The following definitions represent the basic ICA model. The definitions are derived from the book 

“Independent Component Analysis” [32, subchapters 1.3.1 and 7.2.1]. 

 

Definition 1. Let consider n random variables nxxx ,...,, 21 . The observed variables are modeled 

as linear combinations of n  random variables nsss ...,,, 21 : 

 ,...2211 niniii sasasax +++=  for all ni ...,,1= ,  

where the njiaij ...,,1,, =  are some real coefficients. 

By definition, the is  are statistically mutually independent. 

 

The mixing model can be rewritten in vector-matrix notation: 

 

Definition 2. Let us consider random vectors T
nxxxX )...,,,( 21= , T

nsssS )...,,,( 21= , then the 

mixing model is 

 ASX =  (1) 

where A  is some unknown matrix with elements ija . 

 

The independent components (ICs) is  also cannot be directly observed. Independent Component 

Analysis consists of estimating both the matrix A  and the ICs is , when only the ix variables can be 

observed. For simplicity, there are no noise terms in the model and the number of independent 
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components is  is equal to the number of observed variables. Mathematical background and 

knowledge in statistics about random variables, distributions and independence can be got from any 

statistical literature or [32]. 

There are some restrictions in the ICA method, which should hold for ICs and mixing matrix. 

- ICA assumes that ICs are statistically independent. 

- The ICs must have no Gaussian distributions. 

- For simplicity, the unknown mixing matrix is assumed to be a square matrix. (Mixing matrix is 

invertible). 

The following ambiguities such as impossibilities of determining of ICs’ variances and the order are 

taken place in the ICA model. The reason for both ambiguities is that the ICs and mixing matrix are 

unknown, but in many cases these facts are insignificant. 

3.2.1 Preprocessing for ICA 

Before applying of the ICA method, it is often useful to make some preprocessing. In this 

subchapter the centering of the observable variables and then whitening of them are demonstrated. 

In order to make algorithms simpler, the assumption that both mixture variables and the 

independent components have zero mean is maid. The observed variables are centered before 

applying of the ICA. The necessity of the centering is clarified in [32, Subchapter 7.2.4]. The 

following definition is deduced from [32, Subchapters 2.2.4 and 7.2.4.]. 

 

Definition 3. If X  is the observed random vector, so a centered vector with zero-mean can be 

found as 

 xmXX −=' ,  

where ∑
=

=
K

j
jx x

K
m

1

1
 is a sample mean and K  is a number of samples Kxxx ,...,, 21 . 
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Figure 9. The mixture variables with mean (a) before and (b) after centering. 

The figure 9 shows the centering process of the mixture variables, which are retrieved from the 

spectral images of a face skin (forehead). 

Another useful preprocessing technique for ICA is whitening. The term “white” comes from the 

fact that power spectrum of white noise is constant over all frequencies, somewhat like the spectrum 

of white light contains all colors [32]. For convenience, in the definition 3.2.4 the designations of 

the previous one are used. 

 

Definition 4. A zero-mean random vector T
nxxX )...,,( ''

1
' =  is said to be white, if its elements are 

uncorrelated and have unit variances .},{ ''
ijji xxE δ=  

 

Definition 5. The random vector is called white, if it satisfies the following conditions: 

 ,,0 ICRm XXX ===   

where Xm is a mean vector, XX CR ,  are correlation and covariance matrices of the random 

vector X, respectively. 

 

Let us consider the random vector T
nxxX )...,,( ''

1

'

= . The task is to find a linear transformation V  

into white vectorY : 
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 'XVY =  (2) 

Solution can be found in terms of Principal Component Analysis’ (PCA) expansions. Let 

)...,,( 1 neeE =  be a matrix, whose columns are the unit norm eigenvectors of the covariance 

matrix }.{ ''
'

T

X
XXEC =  That can be computed from a sample of the vectors 'X  either directly or 

by one of the on-line PCA learning rules [32, Chapter 6]. Let )...,,( 1 ndddiagD =  be a diagonal 

matrix of the eigenvalues of C . Then a linear whitening transform is given by 

 .0,2/1 >= −
i

T dEDV   

Then ,'
T

X
EDEC =  where E  is an orthogonal matrix, i.e. IEEEE TT == . 

IEDEDEEDVXXVEYYE TTTTT === −− 2/12/1'' }{}{  

From this it follows that Y is white. The linear operator V is by no means the only unique 

whitening matrix. The matrix TEED 2/1−  is a whitening matrix too, which is obtained by 

multiplying V  from the left by the orthogonal matrixE . Another method to perform the whitening 

is on-line learning rules, but they are not considered in the thesis (see [32, Subchapter 6.4]). 

Whitening transforms the mixing matrix into a new one A
~

. Using equations (1) and (2) we got 

sAVAsy
~== . Whitening (uncorrelatedness) is weaker than independence, and is not in itself 

sufficient of estimation of the ICA model. To consider this, let us use an example from [32]. U  is 

an orthogonal transformation of y : Uyz = . Due to orthogonality of U  there follows: 

IUIUUUzzEzzE TTTT === }{}{ . 

Since z  could be any orthogonal transformation of y , then the whitening gives the ICs only up to 

an orthogonal transformation. This is not sufficient in most applications. An advantage of the 

whitening is that the new mixing matrix is orthogonal. The whitening reduces the number of 

parameters to be estimated. Instead of having to estimate the 2n  parameters that are elements of the 

original matrix A , we only need to estimate the new, orthogonal mixing matrix A
~

. An orthogonal 

matrix contains 2/)1( −nn  degrees of freedom. An orthogonal matrix contains only about half of 

the number of parameters of an arbitrary matrix. That means the whitening reduces the complexity 

of the problem [32]. 
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3.2.2 FastICA Algorithms 

To perform the estimation of ICA the FastICA algorithm, as a computationally highly efficient 

method is used [33]. It uses a fixed-point iteration scheme that has been found in independent 

experiments as very fast method for ICA. Another advantage of the FastICA algorithm is that it 

provides a general-purpose data analysis method that can be used both in an exploratory fashion and 

for estimation of sources. For more information about this algorithm see [23]. 

In the thesis only FastICA method is studied. There are three variations of it: using kurtosis, with 

deflation (FP) or with symmetric orthogonalization (FPsym), and using the tanh nonlinearity with 

symmetric ortogonalization (FPsymth). A fast fixed-point algorithm using kurtosis, a classic 

measure of nongaussianity, is treated in [32], and implemented by Leppajarvi et al. in [43] in order 

to find filters for color separation.  

The FastICA principle is based on maximization of nongaussianity. As it is mentioned above the 

main assumption of the ICA method is that the ICs must have no Gaussian distributions. The 

algorithm of finding of the independent components is based on Central limit theorem, which 

asserts that in certain cases the sum of independently distributed random variables tends to Gaussian 

distribution as the number of items is increasing. So, the task of ICA is to find such ICs, whose 

distributions are maximally far from Gaussian (normal) distribution. For practical measure of 

nongaussianity some estimation methods are derived. As it was proven in [32], a Gaussian variable 

has larger entropy among all random variables of unit variance. This means that entropy could be 

used as a measure of nongaussianity. 

 

Definition 6. A measure, that is zero for a Gaussian variable and always nonnegative, is called 

negentropy. Negentropy J is defined as 

)()()( XHXHxJ gauss −= , 

where gaussX  is a Gaussian random vector of the same covariance matrix asX , and H  is the 

entropy. 

 

Using the fixed-point algorithm, a fast method for maximizing negentropy can be found. The 

FastICA for unit, which estimates only one independent component, finds a unit vector w  such, 
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that projection YwT , where Y  is a whitened random vector and 1}){(
22 == wYwE T , maximizes 

nongaussianity. Nongaussianity is measured by the approximation of negentropy J , given in [32, 

Subchapter 8.3] as: 

 2)}]({)}({[)( θGEyGEyJ −∝ .  

 For practically any nonquadratic functionG , and θ  is a Gaussian variable with zero mean and unit 

variance, the variable y  is assumed to have zero mean and unit variance. 

For estimating of several ICs two FastICA algorithms with deflationary orthogonalization and 

symmetric orthogonalization are obtained in [32]. The property of the methods that vectorsiw , 

corresponding to different independent components are orthogonal in the whitened space, so in the 

whitened space 

 j
T
i

T
j

T
i wwYwYwE =)}(){(   

and, therefore, uncorrelatedness is equivalent to orthogonality. This property is confirmed because 

of orthogonality of the mixing matrix after whitening. From the last described, it follows that iw  

are the rows of inverse of the mixing matrix 1−A  are equal to the columns of mixing matrix 

according to the property of orthogonal matrix: TAA =−1 . 

At first, in FastICA algorithm nonlinearityg , which is the derivative of nonquadratic functionG , is 

chosen. In the thesis the nonlinearities presenting in [32] are used, these are: 

,)(

,)(

),tanh()(

3
3

2
2

11
2

yyg

yeyg

yayg
y

=
=

=
−

 (3) 

where 21 1 ≤≤ a  is some suitable constant, often 11 =a . 
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Figure 10. The robust nonlinearities. 

Figure 10 shows graphics of three nonlinearities. The tanhfunction nonlinearity is used in the 

Maximum Likelihood Estimation method. In order to estimate several independent components, in 

[32] one-unit algorithm running several times is used. And after iteration, in order to prevent 

vectors nww ...,,1  from converging to the same maxima, orthogonalization of the vectors is made. 

There two approaches to estimate several ICs are offered in [32]: estimation of the ICs one by one 

and in parallel. More deep information about the method can be found in the book. 

The tables 1 and 2 describe shortly the methods for achieving decorrelation. 

Table 1. FastICA with Deflationary Orthogonalization [32]. 

1. Center the data. 

2. Whiten the data to give Y. 

3. Choose number k  of ICs to estimate. 

4. Set 1←i . 

5. Choose an initial value of unit norm foriw , e.g. randomly. 

6. Let wYwgEYwYgEw T
i

T
ii )}({)}({ '−← , where g is one of nonlinearities. 

7. Do orthogonalization: ∑
−

=

−←
1

1

)(
i

j
jj

T
iii wwwww . 

8. Let iii www /← . 

9. If iw  has not converged, go back to step 6. 

10. Set 1+← ii . If ki ≤ , go back to step 5. 
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Table 2. FastICA with Symmetric Orthogonalization [32]. 

1. 1-3 steps of the algorithm above. 

2. Choose initial values for the iw , ki ,1= , each of unit norm. Orthogonalize the 

matrix W  as ∑
−

=

−←
1

1

)(
i

j
jj

T
iii wwwww . 

3. For every i  let wYwgEYwYgEw T
i

T
ii )}({)}({ '−←  

4. Do a symmetric orthogonalization of the matrix 
T

kwwW )...,,( 1= by 

,)( 2/1 WWWW T −← or by the iterative algorithm: 

1) Let WWW /← . 

2) Let .
2
1

2
3 WWWWW T−←  

3) If 
TWW  is not close enough to identity, go back to step 2. 

5. If not converged, go back to step 3. 

 

FastICA by Maximum Likelihood Estimation. 

A popular approach for estimating of independent components is maximum likelihood (ML) 

estimation. Information about the method can be found in any book of Statistics or in [32]. 

Likelihood can be maximized by a fixed-point algorithm fast and reliably. 

Hyvärinen et al. [32] obtained the basic iteration of FastICA as: 

 BHHgEdiagdiagBB T
ii }])({)()[( ++← βα ,  

where )})({/(1 '
iii ygE+−= βα , )}({ iii ygyE−=β , and BXH = , this process is without 

whitening. Then after every step, the matrix B  must be projected on the set of whitening matrices. 

This can be accomplished by the classic method involving matrix square roots, 

 BBCBB T 2/1)( −← ,  

where }{ TXXEC = is the correlation matrix. And nonlinear function g  is the tanh function. In 

practice is useful using of the whitened vectors, which can be obtained by applying of the whitening 

matrix WVXWY= , which implies WVB=  and WYH = . 
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In FastICA, convergence speed is optimized by the choice of the matrices )( idiag α  and 

)( idiag β . These two matrices give an optimal step to be used in the algorithm. Shortly with the 

whitening the algorithm can be written as: 

Table 3. FastICA with Maximum Likelihood Estimation. 

1. Center the data to make theirs mean zero. Whiten them to get Y . Compute the 

correlation matrix }{ TYYEC= . 

2. Choose an initial (e.g., random) matrixW . 

3. Compute WYH = , and for ni ,1= , 

)}({ iii ygyE−=β , )})({/(1 '
iii ygE+−= βα . 

4. Update the matrix by WHHgEdiagdiagWW T
ii }])({)()[( ++← βα . 

5. Decorrelate and normalize by WWCWW T 2/1)( −← . 

6. If not converged, go back to step 3. 

 

The algorithm in the table 3 is derived from [32] using whitened vectors. 

Brief  Summary of  Chapter 3 

1. The history of Independent Component Analysis is written. Some medical applications, which 

use the ICA model, are presented. 

2. The main definitions and restrictions of the ICA method are adduced.  

3. Centering and whitening preprocessing operations are described in the paragraph. 

4. The FastICA algorithm as main algorithm for the research work is considered. 
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4 Analysis of Spectral Image of Skin 

4.1 Preparing of Data for ICA Analysis 

Extracting qualitative information and spatial distribution of components through analysis of an 

observed image is required in many fields of image analysis such as remote sensing, medical 

diagnostic and robot vision [61]. The process of spectral image retrieving is very important for 

correct results during a research. Inaccurate analysis, which can involve incorrect diagnosis of a 

disease, also can depend on the quality of produced spectral images. During the imaging process it 

is important to take into consideration the light sources and instruments’ quality. This chapter 

describes the process of spectral image retrieval and transformation of them to research data. 

4.1.1 Some Necessary Definitions of Color Science 

For the last hundred years "images" have been recorded on film either in gray-scale or in color 

defined by the intensity of red, green and blue (RGB). Spectral imaging provides a significant 

additional dimension that enables each object to be defined by multiple, even hundreds, of 

wavelengths. Spectral images are images with high number of spectral channels. In general the 

number of channels in a spectral image exceeds three, which are found in typical RGB color 

imaging, and can range to several hundred channels. The possibility to take spectral images is very 

important for color research. Characteristic features of spectral images in some color imaging 

applications and medicine are described in [21]. Importance of spectral images in medicine and 

theirs role in diseases’ detection are described in [22]. 

In a laboratory it is possible to get two kinds of spectral images: reflectance and radiance. Both 

these type images can be retrieved from each other. Reflectance type images can be received from 

radiance type images by the separation of the light source, under which the radiance type images are 

taken. The illumination has important role in the process of transformation. In this case, radiance 

type images can be defined as pure color images without any outside light. Such kinds of images 

can be measured under any illuminants that are very important if it is needed to study images in 
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situations of different light sources. More deeply the transformation is considered below in any 

book of color science, for example [65]. 

In order to retrieved a spectral image it is necessary to know properties of light sources, under 

which the images are obtained. In this subchapter illuminant Daylight, which is commonly used for 

the spectral images retrieving, is presented. Also as it is mentioned above, the illumination performs 

the important role for the transformation from reflectance type to radiance type and vice versa. 

An object that emits light or radiant energy, to which the human eye is sensitive, is a light source. 

The emission of a light source can be described by the relative amount of energy emitted at each 

wavelength in the visible spectrum, thus defining the source as an illuminant. An illuminant is a 

simulation of a light source. It is a mathematical representation of a theoretical real light source. 

The light source affects the perception of a color. Both natural daylight and artificial simulated 

daylight are used for visually examining the color difference. 

To define the artificial light sources the standard illuminants are established by the Commission 

Internationale de I’Eclairage (CIE). CIE standard illuminants have spectral characteristics similar to 

natural light sources, i.e. they represent an aim spectral power distribution of a theoretical real light 

source and can be reproduced in a laboratory. In 1963 “D” series of illuminants were proposed to 

the CIE. The D illuminants are the daylight illuminants, defined from 300 Nm to 830 Nm, across 

the ultraviolet (UV), visible and near-infrared (IR) wavelengths. So they represent daylight more 

completely and accurately than do illuminants B and C. 
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Figure 11. Relative spectral power distribution curve for natural daylight. 

 

Figure 12. Relative spectral distribution curve for illuminant D65. 

D65 is the most commonly required for visual evaluations and color measurements illuminant, it is 

a mathematical representation of noon sky daylight. D65 has a correlated color temperature of 

6504K. 
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4.1.2 Retrieving of Spectral Images for ICA Analysi s 

The multispectral images of human skin (hands, faces), which were produced in the Color 

laboratory of University of Joensuu by using the ImSpector V8 spectrograph, are used for the 

research work in the thesis. The following picture describes the position of the camera during the 

process of images’ obtaining. 

 

Figure 13. The process of spectral image retrieving. 

Spectral images, which are using in the thesis, are two types of images: reflectance and radiance 

type images. The spectral images of the faces are reflectance type images with wavelength range 

from 380 Nm to 780 Nm and with 81 components or wavelength channels in each image (with 5 

Nm intervals for each channel). The radiance type images are spectral images of different parts of 

the hands. These skin images are measured with 5 Nm intervals, the starting wavelength is 380 Nm, 

so in this case the wavelength range is 380-775 Nm, and there are 80 wavelength channels in each 

image. Information about these images can be found in the tables B.1 and B.2 of the Appendix B. 

For radiance type images a transformation of them to reflectance type is made. An interpolation of 

the Daylight illumination spectrum range (from [18]) to the image data spectrum range (380-775 

Nm with 5 Nm intervals) is made in order to transform to reflectance type image, and each radiance 

spectrum is divided with that daylight spectrum. As the Daylight illumination the illuminant D65 

(artificial daylight) was used, the spectrum range of the illuminant is from 376 Nm to 776 Nm with 

2 Nm intervals. The process of interpolation is presented in the figure 14. 
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Figure 14. Interpolation of the Daylight illumination spectrum. 

Definition 7. [64] Linear interpolation is a method to find approximately a function )(xf , which 

is based on substitution of )(xf  by linear function bxxaxL +−= )()( 1 , where the parameters 

a  and b are chosen such, that values of )(xL and )(xf  are equal in the given points 1x  and 2x . 

The only function, which satisfies to this, is 

 )()(
)()(

)( 11
12

12 xfxx
xx

xfxf
xL +−

−
−

= ,  

which is approximated to )(xf  in the segment ],[ 21 xx  with inaccuracy 

 ],[),)((
2

)(''
)()( 2121 xxxxxx

f
xLxf ∈−−=− ζζ

.  

 

Figure 15. Definition of the linear interpolation. 
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The figure 16 shows the detail of the spectrum interpolation, which is marked up by the square 

frame on the previous figure. 

 

Figure 16. Detail of the interpolation of the Daylight illumination spectrum. 

Let us consider a function, which describes the daylight illumination spectrum in the segment 

]436,434[ , the linear function )(xL approximating the function of daylight spectrum is: 

),18(01,0)434()434(
434436

)434()436(
)( +=+−

−
−= xfx

ff
xL  

and in the point 435=x , the 53,4)435( =L . 

This transformation gets the estimates for reflectance spectra. The level of the spectra is not enough 

correct one, but that does not matter because in order to apply the ICA method the centering of all 

data are made, and they have zero-mean before the analysis. 

Mathematical definitions of different interpolation methods can be found in [34] and can be applied 

by using the Matlab program [48]. 

The spectral images of human skin, which are analyzed in the thesis, allow retrieving of the mixture 

variables. And they are observed by using the ICA method in order to find independent 

components. The transformation of the spectral images to mixture variables is needed in order to 

use them as input data for ICA algorithm. Next paragraph describes methods, which are used for 

that conversion. 
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4.2 Retrieving of Mixture Variables 

In this subchapter the methods to retrieve the matrix of mixture variables (MV matrices) ),( ktX  

are developed. The mixture variables or random variables are observed by the ICA method in order 

to find independent components (see definition 1 of ICA model). 

Methods of the transformation from the multispectral images to two dimensional matrices are 

described in the thesis. The matrices, which are retrieving by the methods, are not centered matrices 

of mixture variables and can be used as an input data for ICA algorithm, which estimates the 

independent components from the given multidimensional signals. 

Let consider the three dimensional matrix ),,( kjiP , where kji ,,  are dimensions of the matrix. 

Our task is to find the function ),( jif  in order to convert the matrix P  to matrix )),,(( kjifX , 

where ),( jif  and k  are dimensions of the matrix X , and ),( jif  depends on dimensions ji, . 

In mathematical symbols it will be: 

for any ),(,,, jifkji n,1∈ : 

)),,((),,(: kjifXkjiPf →  

The conversion function can be found as a multiplication )( ji ⋅ , so the problems looks like: 

for any ),(,,, jifkji n,1∈ : 

)),,((),,(: kjifXkjiPf → , where jijif ⋅=),( . 

But in this case we can confront with another problem such as big time and space complexity of the 

ICA algorithm. In this situation it is better to work with not whole image but select some part of it. 

It is necessary to decrease the size of the matrix of mixtures in order to avoid the problems, which 

are mentioned above. 

The thesis offers two different conversion methods for retrieving of the matrix of mixture variables: 

Part of image method and Threshold method. Both these methods provide the finding of matrices of 

mixture variables with the sizes, which satisfy a researcher. 
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4.2.1 Part of Image Method  

As is mentioned above the first method for MV matrix retrieving is a Part of image method. The 

main property of the method that a submatrix of three dimensional input matrix is extracted. And 

the conversion method is applied not to whole spectral image but to the submatrix. 

 

Definition 8. [47] Submatrix of a rectangular i – by – j  matrix P  is a matrix ),( dcQ , where 

ic ≤≤1 , jd ≤≤1 , and the submatrix Q  is developed by elements at the intersection of the fixed 

c rows and d  columns in the matrix with preservation of the previous order. 

 

The Definition 8 works only for two dimensional matrices, for three dimensional matrices the 

Definition 9 and 10 is developed. In the definition 9, the rules (in general case) of choosing the 

points that determine the 3-D submatrix is described. 

 

Definition 9. ∃  3-D matrix ),,( kjiP , where nkji ,1,, ∈ . A submatrix Q  of the matrix P  is 

defined by three points ),,( 111 kji , ),,( 222 kji , ),,( 333 kji , for which formula 

 Truejjjjiiiikkkk ==∨=∧=∨=∧≠∨= )()( 132323133221   

or 

 Truejjjjkkkkiiii ==∨=∧=∨=∧≠∧= )()( 123232122331   

or 

 .)()( 312121311223 Truekkkkiiiijjjj ==∪=∧=∨=∧≠∧=   

 

To apply the Part of image algorithm the definition 10 is needed. The algorithm is based on the 

selection of two points on the front plane Oij  as on the figure 17, the second point is given to set 

the size of submatrix from the beginning. The definition 10 defines the submatrix Q by the given 

one point; it is a special case of the definition 9. 
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Definition 10. ∃  3-D matrix ),,( kjiP , where nkji ,1,, ∈ . Let consider a point 

),,(),,( kjiPkji ∈ϕϕϕϕ , i.e. kkjjii ≤≤≤ ϕϕϕ ,, . Let us construct a submatrix 

),,( edcQ through the pointϕ , which is supposed to be down-left-front point of submatrix Q  and 

edc ,,  satisfy: 

 ϕϕϕ kkejjdiic −≤≤−≤≤−≤≤ 1,1,1
.  

 

In our case the submatrix Qof the matrixP  is used like it is shown on the figure 17.a. At the thesis 

the submatrix has the third dimension same as the matrix has. 

The size of the submatrix is defined by two input coordinates ),( 11 ji  and ),( 22 ji , which are set by 

a researcher on a spectral image. 

It is very important that an order of elements of the spectral image is kept in a new submatrix. 

At the figure 17 the Part of image method is sketched out. 

 

Figure 17. The Part of Image algorithm. 

Below there is a definition of a not centered MV matrix, retrieved by the Part of Image method. 

The not centered MV matrix is found from the submatrix Q , for that the third dimension vectors 

are taken from the submatrix in order from left to right, from up to down and put into the MV 

matrix as row vectors one by one in the bottom. 
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Definition 11. ∃  3-D matrix ),,( kjiP , where nkji ,1,, ∈ . Let develop 3-D submatrix ),,( kdcQ , 

where ic ≤ , jd ≤  and ndc ,1, ∈ . The function f makes the conversion from the submatrix Q  

to a matrix of mixtures ),( ktX , where dct ⋅= , i.e. 

 ),(),,(: ktXkdcQf → , where dct ⋅= . 

And ccq ,1∈∀ , ddq ,1∈∀ , kkq ,1∈∀  the element of the MV matrix 
qqqqx kdckt bx ,,, = , where 

qqx ddct +⋅−= )1( . 

 

Let consider the following example as an illustration of the definition. 

Example 1. ∃  input 3-D matrix, ),,( kjiP , where 2,6,4 === kji . The submatrix, taken from 

the matrix P  is ),,( kdcQ , where 2,3,2 === kdc . The MV matrix ),( ktX , 

where 2,6 == kt , is shown on the figure 18. 

 

Figure 18. Working of the Part of Image algorithm. 
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The figure 18 shows that the Part of image algorithm works for 3-D matrix, which is a spectral 

image of skin in our case, whose two first dimensions are height and width, accordingly, and the 

third dimension is spectrum’s components. 

4.2.2 Threshold Method 

The Threshold algorithm represents a different to the Part of image method for retrieving of 

matrices of mixture variables. The algorithm is constructed on the basis of subsampling method and 

threshold method. The subsampling method is described below. The threshold means a value, which 

determines size of the MV matrix; it is a sum of reflectance values of one pixel for all specters. 

Only those points, which value is higher than the threshold value, will be processed by the method. 

And points, whose values lower than the threshold value will be omitted. The definition 13 

numerically determines the threshold. 

As it was mentioned above the ICA algorithm has big time and space complexity. Therefore, if the 

MV matrix is going to be large, then the input spectral image can be resized in order to decrease the 

number of mixture vectors in the MV matrix, by using the Threshold algorithm. The resized matrix 

is developed by the subsampling method, where a square window is used. Information about this 

method can be found in lecture notes [24]. An algorithm of finding of the resized matrix is 

processed by the Threshold method and described below. 

 

Definition 12. ∃  3-D matrix ),,( kjiP , where nkji ,1,, ∈  and ∃  size of window W , then a 

subsampling algorithm h  such as: 

 ),,(),,(: kvuRkjiPh → , where jviu ,1,,1 ∈∈  and 
W

j
v

W

i
u == ,   

can be found.  

And kkvvuu
prr

,1,,1,,1 ===∀  the element of the resized R  is defined as: 

 
pppprr

kjikvu
pr

,,,,
= , where 1)1(,1)1( +⋅−=+⋅−= WvjWui

rprp
.  
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The figure 19 shows a work of the subsampling algorithm. 

 

Figure 19. Subsampling method. 

The definition 13 describes the Threshold algorithm. 

 

Definition 13. Let ),,( kvuR  is a resized matrix, where nvu ,1, ∈ . ∃  points { }uu
T

...,,1∈  and 

{ }vv
T

...,,1∈ , )1,,(),( vuRvu
TT

∈ . Then 

• the threshold value T is ).(
1

,,∑
=

=
k

vu
TT

rT
ξ

ξ  

• the conversion function ),(),,(: ktXkvuRf → , where vut ⋅≤ , is defined: 

,0=∃ Q  then { }uur ...,,1∈∀ , { }vvr ...,,1∈∀ : if Tr
k

vu
rr

≥∑
=1

,,
ξ

ξ  then )(QsuccQ = . 

And { }kkr ...,,1∈∀  an element x  of the MV matrix X  is defined as 
rrrr

kvukQ
rx

,,,
= . 

Definition 14. For any ZQ∈  ()succ∃  function, this returns next in order value, such as: 

1)( += QQsucc . 

 

Let consider an example of the Threshold algorithm’s work. 



 
 
 

38 

Example 2. ∃  3-D matrix ),,( kjiP , where 2,4,6 === kji  and ∃  the size of window 2=W  

and the threshold value 2=T . The resized matrix ),,( kvuR , where 2,3 == vu , and MV matrix 

),( ktX , where 2,3 == kt , are shown on the figure 20. 

 

Figure 20. The Threshold algorithm. 

Note. The realization of the Part of image and Threshold methods in practice, and visualization of 

them using Matlab program, can be found in [54, 55]. Both these methods were implemented in 

ICA_analysis_GUI program (see Appendix C), and results of test are presented in the IT-project 

[54, 55]. The mathematical package Matlab has wide application in different scientific fields, 

especially in medicine [39]; it is very useful to work with images, which are actually represented 

matrices. The application allows making calculations easier because of included set of mathematical 

operation and formulas. 

Brief  Summary of  Chapter 4 

1. Definitions of spectral images and daylight illuminants are presented. 

2. The process of retrieving of the multispectral images of human skin and conversion of the 

radiance type images to the reflectance type images are described. 

3. Two algorithms of retrieving of the matrix of mixture variables: Part of image and Threshold, 

are obtained and implemented. 
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5 Independent Component Analysis for 

Skin 

As it was mentioned above, spectral images of human faces and hands are tested at the thesis. For 

spectral images of faces, sample areas were selected on the faces by using Part of image method. 

There are six regions considered: forehead, bridge of nose, eyelid, cheeks and chin (cheek-bone). 

The following figure represents an example of the sample areas selection. 

 

Figure 21. Sample areas of tested faces. 

For hands no special regions are selected, so both Part of image and Threshold method could be 

chosen. “Truncate” sometimes is needed to remove noises appearing during the image retrieval. 
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Figure 22. Using of “Truncate” operation, the spectrum is cut off at 405 nm. 

As it is seen from the figure 22.b, cutting of the noise can affect the color spectra and change the 

color parameters of the image. But in our case, when only components of skin are studied, this 

problem can be omitted, and that is why it is allowed to cut big enough part of spectra in order to 

save from noises. 

5.1 Characteristics of Independent Components 

At this chapter the independent components of skin are analyzed. At first, criterions if IC’s satisfy 

the main restriction are verified. Then the number of sufficient IC’s for skin research and the 

method to obtain them are defined. In conclusion the IC’s are analyzed and discussion of them is 

made.  

5.1.1 Checking of the Main Restrictions 

After applying of the FastICA algorithm to the mixture variables, independent components of skin 

were obtain. First of all, it is needed to check the main restrictions of the ICA method, which are 

described in the Subchapter 3.2. Results of the tests and testing data are presented in Appendix D. 

Mutual independence of the IC’s is main restriction of the ICA method. There are many statistical 

methods to check if components are independence or not, for example spectral test, t-test or 

Pearson’s test. But most of them are presumed to work with big number of data, what is impossible 
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in our case. Therefore for the checking of independence of components the Matlab’s Statistics 

Toolbox [48] was applied. Using the cross-tabulation function for several vectors at significance 

level 05.0=α , the null hypothesis that observed components are independent is accepted. 

Let us make use of [42] to prove nongaussianity of obtained IC’s. The Kolmogorov-Smirnov 

empirical test is used to reject the hypothesis that empirical distribution function of observed IC’s is 

equal to Gaussian (Normal) distribution. 

Let consider IC’s – vectors in n-D cube. The norms of the vectors were calculated: 

)...( 22

1 niiis ξξ ++=  , 

and ranged in non-descent variation series: ni ssss ≤≤≤≤≤ ......21 . Divide n-D cube o k  sub-

cubes and count rates of outcomes fallen in each sub-cube: 

n

m

n

m

n

m k
k

i
i === ννν ,...,,...,1

1 , 

where im - amount of outcomes fallen in i -th sub-cube. And then plot the empirical distribution 

function. 

Theorem 1. (A.N. Kolmogorov) [69]. Probability )(λnΦ  of the inequality 

 ,)()(sup
n

xFxFD Nn
x

n

λ<−=
+∞<<∞−

 

with +∞→n  tend to a limit 

 
222)1()( λλ k

k

ke−
+∞

−∞=
∑ −=Φ , 

(uniformly relative to λ , whatever the function )(xFN  is). 

The Kolmogorov’s theorem gives a possibility to define a goodness measure of empirical 

distribution function )(xFn  with theoretical distribution function )(xFN . 

K–S-test is implemented for obtained IC’s using Matlab and statistical tables in [51]. At 

significance level 05.0=α  the hypothesis Nempirical FFH =:0  is rejected. An example of K–S-

test applying is illustrated in Appendix D. 
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5.1.2 Choosing of Number of Independent Components 

The problem, which is arisen during the tests, is how many independent components should be 

estimated? It is clear that this problem does not arise if the same number of components as the 

dimension of the data is estimated. However, this may not always be a good idea, and explanation 

of this supposition can be found in [32, Subchapter 13.3]. Authors accomplish a task by choosing 

the minimum number of components that explain the data well enough, containing, for example, 

90% of the variance. And confirm that often, the dimension is actually chosen by trial and error 

with no theoretical guidelines. It is possible also to reduce dimension by using PCA preprocessing, 

but this method is avoided in the thesis, and in case of need if necessary, can be found in [32, 

Chapter 6]. Hyvärinen et al. [32] refer to some methods for choosing the quantity of components, 

such as Information – theoretic, Bayesian, and other criteria, which are considered in detail in [13, 

14, and 50]. 

The following figure shows that for skin color spectra a rather small number of IC’s are sufficient, 

because the shape of the skin spectra is the almost same for all samples. Of course, as is easy to see 

from the figure 23 that the similarity of the original and reconstructed spectral is increasing with the 

number of components. The figure 23 shows us the reconstruction of the skin spectra from the 

different number of independent components. And as in case of PCA, not many components are 

needed to present the skin spectra. On the figure the results of the tests of three samples of second 

face area are shown: from top to bottom the following are sketched out: original skin spectra, 

retrieved from the spectral image by Part of image method; reconstruction of the spectra from 2, 4, 

5, 6, 12, 33, 65 independent components; and from left to right – results for different samples. 
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Figure 23. Comparing of original skin spectra with reconstruction from 2, 3, 4, 5, 6, 12, 32, 64 
components. 
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The dependency of number of components and similarity of reconstruction to original spectra also 

was proved numerically. Let us consider three same samples as on the previous figure. The figure 

24 shows that with the increasing of the number of independent components the difference between 

reconstruction and original is reduced. To calculate difference, the absolute value of sum of 

deviation squares is used, which is characterized the divergence of values in each spectrum 

channels from channel’s mean value. Mean of all divergences in all channels gives a difference. 

Difference of reconstruction of all IC's (general v iew)

0,000

0,001

0,002

0,003

0,004

0,005

0,006

IC's

D
iff

er
en

ce

Sample N 1

Sample N 2

Sample N 11

Sample N 1 0,004780,004560,004450,004330,004220,003610,001970,000850,00072

Sample N 2 0,004340,003960,003860,003780,003690,003200,001750,000700,00051

Sample N 110,004900,004800,004690,004600,004470,003900,002360,001230,00104

2 3 4 5 6 12 32 64 70

 

Figure 24. Dependency between reconstruction difference and number of components. 

But as it was mentioned above it is not necessary to consider big number of independent 

components for the image of skin. For that let us consider only significant independent components, 

which are quite enough to describe the skin spectra. Let δ = 0.01 is an error limit. It means that if 

some independent components with small value will be excluded the total error will not be more 

than 0.01 of reflectance value. This limit is presented small enough value, which is imperceptible to 

a human eye, this value was chosen on the basis of works [45, 52 and 69]. The figure 25 represents 

difference between original mixture variables and reconstructed ones from the significant 

independent components. For the purposes of illustration the same samples and number of 

components were tested as for the figure 23 and 24. 
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Difference of reconstruction of significant IC's (g eneral view)

0
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Sample N 1 0,0048 0,0046 0,0077 0,0085 0,0072 0,0075 0,0082 0,0096 0,0086

Sample N 2 0,0043 0,004 0,0057 0,0089 0,0076 0,0078 0,0075 0,0088 0,0095

Sample N 110,0049 0,0048 0,0081 0,0046 0,0045 0,01 0,0078 0,0097 0,01

2 3 4 5 6 12 32 64 70

 

Figure 25. Behavior of the difference after reconstruction by the significant IC’s. 

Table 4. Number of significant IC’s with error limi t δ = 0.01 

 
Number of all retrieved independent components 

 2 3 4 5 6 12 32 64 all 

Sample Number of significant independent components 

N 1 2 3 2 4 4 11 30 57 63 

N 2 2 3 3 3 5 10 30 52 61 

N 11 2 3 3 5 6 9 30 58 64 

 

In the table 4 the numbers of significant components with error limit δ = 0.01 is shown. As it is seen 

from the figure 25 and the table, the smallest and stabile difference is guarantee with small number 

of independent components, for example three independent components (further this number of 

IC’s is used for the tests). This number of components will be considered in the thesis below. 

Hyvärinen et al. [32, Chapter 14] also give a notice of error for increasing number of components. 

In detail the results of tests with different number of components are represented in Appendix D. 

The figure 26 represents difference between original spectra of skin (down – center) and 

reconstruction of it by the significant number of independent components. On the figure the results 

of testing of one sample of the second face area are shown, the figures with other samples of the 



 
 
 

46 

second face area can be found in Appendix D. The list of samples, which are tested in the thesis, is 

presented in Appendix A. 

 

Figure 26. Sample N1. Reconstruction by the significant IC’s versus original spectra. 

5.1.3 Choosing of Estimation Approaches 

In the preceding chapter 3 several different estimation principles and algorithms for ICA were 

introduced. In this chapter an overview of these methods and chose of the better for our research 

method is provided. In [32] the connection between all estimation principles is shown, also on 

comparing of the nonlinearities they confirm that )tanh()( 1yayG = , where 21 1 ≤≤ a  is a 

constant, is a good general-purpose non quadratic function. During the test the main choices should 

be between nonlinearities and decorrelation methods. Three different statistical criteria for 

estimation of the ICA model, including likelihood and nongaussianity measures are tested in the 

thesis. Maximization of nongaussianity is achieved two FastICA algorithms with deflationary 
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orthogonalization and symmetric orthogonalization. And using of [32], it became known that the 

version of the fixed-point algorithm (FP), which uses symmetric orthogonalization and 

tanhnonlinearity (FPsymth) performs as well as the maximum likelihood (ML) algorithm. 

Let us consider 10 samples from the area N2 of the face (forehead). The number of IC’s, which are 

obtained by the methods, are 2, 3, 4 because of chosen number of components in the previous 

chapter. Results of the testing of the methods are presented in the tables in the Appendix E. 

Methods, which are tested in the thesis, are named accordingly: 

1M , 2M , 3M  — FastICA with Deflationary Orthogonalization and 3)( yyg = , )tanh()( yyg = , 

)2/exp()( 2yyyg −= nonlinearities correspondingly, 

4M , 5M , 6M — FastICA with Symmetric Orthogonalization and 3)( yyg = , 

)2/exp()( 2yyyg −= nonlinearities, and Maximum Likelihood Estimation with )tanh()( yyg = . 

Each method was launched 10 times. It is necessary to note that all ICA algorithms have some 

stochastic aspects, and can give every time different results. 

 

Figure 27. Convergence of the methods 1M - 6M  for 2 and 3 IC’s. 

As it is seen from the figure 27, all methods are converged successfully for two IC’s, and in this 

case the priority can be given to a faster method, such as Deflation estimation method. The case of 

three IC’s more interesting for study, because such number of components is tested at the thesis. In 

the figure the superiority of the method 5M  is seen. This allows us to assume that Symmetric 

estimation approach is the best for the case of three components. In the case of larger number of 

IC’s, this method also gives good results, so this method will be used below. 
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In the figure 28 all training methods are shown. Here also the confirmation of the correct chosen 

method is shown. For obviousness, the convergence values were scaled from 0 to 3.0− . 

 

Figure 28. Comparison of methods. 

But in general case all methods have no significant difference, what is proved by using a method of 

Analysis of variance [42]. At significant level 05.0=α  the method gives big probability of the 

type-1 error (error of rejection of a right hypothesis µµµ === 610 ...:H ); see ANOVA method 

in Appendix D. 

In order to check the greater convergence probability for the methods and nonlinearities a statistical 

hypothesis was checked for the results in the table D.4. The method of comparison of two binomial 

distribution’s probability [25] to the methods for 3 and 4 IC’s was applied. Method was applied to 

provide best nonlinearity and choose the FastICA algorithms with deflationary or symmetric 

orthogonalization. As a result of statistical test, the following derivations are made: the nonlinearity 

)2/exp()( 2yyyg −=  provided the greater probability of the method convergence, and the 

symmetrical approach gives better convergence. The description of the method can be found in 

Appendix 4. 
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Methods Advantages Disadvantages 

1M , 2M , 

3M  

(Deflation) 

 

Deflation is useful in the case, when 

only a very limited number of 

components estimated. It has high 

convergence speed on small numbers of 

IC’s. In contrast to MLE, the method 

does not depend on reasonable 

approximation of the densities, and it is 

less problematic to use it. 

 

Estimation errors in the components 

that are estimated at first accumulate 

and increase the error in the later 

components. Often, when large 

numbers of components are obtained, 

the method does not converge. 

4M , 5M , 

6M  

(Symmetric 

and ML) 

 

The method estimates all independent 

components in parallel, what allows 

obtaining large number of components 

in small number of steps. 

 

Often, when small numbers of 

components are obtained, the method 

converges after large number of steps. 

If the nonlinearity is chosen not 

correctly, the ML algorithm will not 

converge properly. 

 

The nonlinearity )2/exp()( 2yyyg −=  is chosen as the best for the testing, in case of necessity of 

another nonlinearity the )tanh()( yyg =  will be chosen, because of wholly satisfactory results and 

as recommended by the authors of [32]. 
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5.2 IC Separation of Skin Color Image 

The separation of three independent components of skin color image is made in the thesis. Such 

kind of process obtained in [60]. Tsumura et al. separated skin color images into two images by 

ICA in the optical density domain of three color channels. They believed that the images correspond 

to distributions of melanin and hemoglobin, because the result of separation agreed well with 

physiological knowledge. As a test material they used RGB color face image and many assumptions 

were made in the analysis: linearity among the quantities and the observed color signals in the 

optical density domain, spatial color variation caused by only two pigments, spatial independence 

of the two pigments, and zero quantity at a certain point of the skin image. The detailed process 

description can be found in [60]. The figures 29 and 30 show testing color image and final result: 

two independent components, which are assumed by Tsumura et al. to be caused by hemoglobin 

and melanin, respectively. 

 

Figure 29. Analyzed color images in [60]. 
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Figure 30. Two separated independent components of the skin color image [60]. 

In applying this technique to various parts of the body, however, it will be necessary to consider the 

violation of assumptions from [60] depending on the area of skin image, skin structure, skin 

condition, and so on. But the proposed techniques could be applied to a spectral reflectance image 

as well [60]. 

Let us consider two examples of separation of independent components for the sample spectral 

images 11 (area 2), and 14. On the figures 31, 33 there are ICs, obtained during the tests. For each 

separate component inverse operation using equation (1) is made. It is important to notice that 

mixing matrix A  performs a role of a coefficient, which rotate and rescale each new spectrum’s 

plot. The process of color separation is presented on figures 32 and 34. For the visualization of the 

color images the RGB color images are used. The figures 32.d and 34.d shows the process of 

obtained colors mixing, which can be compared with original skin color image. 

 

Figure 31. Skin spectra and ICs, obtained during the tests (face). 

The independent components obtained during the test are centered as it is required in the subchapter 

3.2.1. Therefore they were rescaled from 0 to 1 as and moved along reflectance axis by 

multiplication on the mixing matrix (see figures 32.a, 34.a). Each component was assign as spectra 

of ( 11× ) pixel image with 80 spectrum channels. 
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Figure 32. Separation of ICs of the skin color image (face). 

On the figures 32.b and 34.b there are three separated colors correspond to three obtained 

independent components. 

 

Figure 33. Skin spectra and ICs, obtained during the tests (finger). 
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Figure 34. Separation of ICs of the skin color image (finger). 

Thus in this section the separation of independent components of skin color spectral image is 

shown. It is recommended to use small parts of skin to get certain colors by decreasing the errors. 

Brief  Summary of  Chapter 5 

1. Independence of the obtained components was confirmed. 

2. The hypothesis of Gaussian distribution of the ICs was rejected using K–S-test. 

3. Three independent components as enough number for analysis of skin were chosen. 

4. The symmetrical approach with nonlinearity )2/exp()( 2yyyg −=  was chosen as the 

most suitable estimation method to obtain ICs. Two statistical methods: ANOVA and 

method of comparison of two binomial distribution’s probability were applied for that. 

5. The facial color spectral image was separated into three images by independent component 

analysis. 
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6 Discussion 

Independent components of skin were estimated in the thesis. During the tests and analysis of 

results some conclusions were drawn, and they are discussed in this chapter. The potentials of 

future employment of the work direction are versatile and can profit to medicine. Interest in this 

topic of the competent scientists also justify important of the further problem development. 

6.1 Related Work 

As it was mentioned above Tsumura et al. [60] have previously proposed a FastICA method to get 

independent components of skin. The separated components are synthesized to simulate the various 

facial color images by changing the quantities of the two separated pigments. However, it seems 

that their method is only applicable in the case of two skin pigments, melanin and hemoglobin, 

whereas most analysis of skin color images purpose studying of two and more skin components. 

The reason is that they assume that spatial variation of color in the skin is caused by two pigments. 

They claimed that melanin and hemoglobin are predominantly found in the epidermal and dermal 

layer, respectively as on the schematic model of human skin. 

 

Figure 35. Schematic model of human skin with plane-parallel epidermal and dermal layers [59]. 

While this assumption is true for the skin model they used, it is not true for the most widely-used 

cases in medicine, when even the change of the most insignificant pigment or its quantity could be a 

serious illness indication. Tsumura et al. did not consider the algorithm reliability, either. Also in 

[60] the facial image taken by HDTV camera is used, and each pixel of the color image has three 
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channels: red, green, and blue. And an idea of the thesis was to apply the Independent component 

analysis to multispectral color images with, for example, 80 spectral channels. 

6.2 Discussion of the Components 

During the research work three independent components of skin were obtained. The quantity of the 

components was chosen to simplify the work and the principle of choice is described in Chapter 5. 

It was noticed that all tested images have one similar, according to shape, component, which is 

present in every set of three components. It enables to make a conclusion that every skin color 

image can be dissimilitude examined, if to fix this component and mixing matrix. This component 

could be accepted as a main function and others will present a difference among skin color. But it is 

impossible to realize in practice because of ICA algorithms feature. Every image’s components are 

little bit different from each other, and it is impossible to make a conclusion that one skin differs 

from another by using the components. 

 

Figure 36. Independent component. 

The cause of the problem is in the ICA algorithms’ work, which was studied during the tests. 

Independent component analysis is a general-purpose statistical model, which can be widely used in 

the analysis of skin diseases. A major problem in application of ICA is that the reliability of the 

estimated IC’s is not known. An ICA method gives a specified number of components, but it is not 

known which ones are to be taken seriously. As with any statistical method, it is necessary to check 

the statistical significance of the estimated components. A further problem is that ICA has random 

elements. It is impossible to fix the mixing matrix, an algorithm works so that every time creates 

randomly a new one. Somewhat different results were obtained at every run of the program; such 

kind of work of the algorithm throws often into confusion. As it was mentioned above in Chapter 3, 

the FastICA algorithm, discussing in the thesis, is based on minimization of gaussianity 
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(maximization of nongaussianity). The problem is that algorithm is based on methods related to 

gradient descent, and in case of a high-dimensional signal space, the probability of finding the 

global minimum may be very small [28]. There are some methods to assess the statistical reliability 

of obtained independent components. Therefore it is impossible to discuss the validating of the ICs 

directly in the thesis, but could be discussed in further works. 

6.3 Future Directions 

For the simplicity of work, as it was proved in the thesis, three components are enough for current 

study. But in future it will be interesting to consider greater number of components to estimate, and 

agree them with existent skin pigments that affect skin color. Also it is necessary to make tests with 

different kinds of human skin. Images, analyzed during the work at the thesis belong to two types of 

people, one Asiatic and few Scandinavian. Analysis of other types of skin and skin with skin 

diseases or some peculiar pigmentation will enable to make miscellaneous experiments, to obtain 

authentic and actual for medicine results. 

6.4 Conclusions 

I have carried out immense and interesting work in spectral analysis of skin color images. The aim 

of the research work “Analysis of spectral images of skin for medical application” was to obtain 

independent components of skin. The extracted components were analyzed to according to main 

restrictions of the ICA algorithm. During the work it was found that time, space complexity of ICA 

algorithm is high, and it is hard to work with large parts of skin. Because of this, I have selected 

small skin areas to be able perform enough tests in order to obtain reasonable amount of data for the 

analysis. And research work was carried out with small sections. For that two algorithms of 

partition were studied and implemented. I have developed the methods to convert spectral images 

into mixture variable and software package for implementation of them. The testing materials were 

available with the support of the Color laboratory at the University of Joensuu.  
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Appendices 

A. Skin Color Distribution Around the World 

Before the mass human migrations of the last 500 years, dark skin color was mostly concentrated 

near the equator and light color progressively increased further away, as illustrated in the map 

below. In fact, the majority of dark pigmented people lived within 20° of the equator. Most of the 

lighter pigmented people lived in the northern hemisphere north of 20° latitude. 

 

Such a non-random distribution pattern of human skin color was predicted by Wilhelm Gloger, a 

19th century naturalist. In 1833, he observed that heavily pigmented animals are to be found mostly 

in hot climates where there is intense sunshine. Conversely, those in cold climates closer to the 

poles commonly have light pigmentation. The relative intensity of solar radiation is largely 

responsible for this distribution pattern [10]. 
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B. Testing Material 

B.1 Spectral Images Used in the Thesis 

Altogether skin sample images were taken in color lab, using ImSpector V8 multispectral camera 

(spectrograph) and under the “Daylight 65” (D65) illumination produced by the Light Booth. 

In the table B.1 the radiance type spectral images are presented. Recorded spectrum range is from 

380 Nm to 775 Nm (5 Nm for each channel). 

Table B.1. Radiance type spectral images of skin. 

File name Description Size Volunteer 

Simage_1.mat backside of hand, where contains two mosquito 
bites (size 100*160*80) 

10MB Chinese 

Simage_2.mat backside of hand (size 300*160*80) 30MB Finnish 

Simage_3.mat middle finger with a cut wound near the first joint, 
where the green color shown in RGB image was 
caused by light reflection of a green paper nearby 
(size 40*160*80) 

4MB Chinese 

Simage_4.mat little finger (size 50*160*80) 5MB Finnish 

Simage_5.mat Palm (size 50*160*80) 10MB Russian 

daylight.mat illumination spectrum (size 100*160*80) 1KB D65 
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In the table B.2 the reflectance type spectral face images are presented. Recorded spectrum range is 

from 380 Nm to 780 Nm (5 Nm for each channel). The all images’ size is 130*125*80. 

Table B.2. Reflectance type multispectral face images. 

File name Description Size Volunteer 

anssi.mat face with the reddening at the nose area 10,119Mb Finnish 

hiroaki.mat face 10,119Mb Japanese 

jouni.mat rosy-cheeked face  10,119Mb Finnish 

juha.mat face 10,119Mb Finnish 

kimmo.mat face 10,119Mb Finnish 

lari.mat face 10,119Mb Finnish 

laura.mat face 10,119Mb Finnish 

markku.mat face 10,119Mb Finnish 

oili.mat face 10,119Mb Finnish 

pekka.mat face with the pimple on the nose 10,119Mb Finnish 

petri.mat face, containing birthmarks 10,119Mb Finnish 

tuija.mat face 10,119Mb Finnish 
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B.2 Catalogue of Tested Images 

Here are the images, which were tested during the work on the thesis. The grey squares mean the 

areas selected for the analysis. 

 

Picture B.1. Sample images (part 1). 



 
 
 

68 

 

Picture B.2. Sample images (part 2). 

 

Picture B.3. Sample images (part 3). 
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C. ICA_analysis_GUI Program. Interface. 

 

Picture C.1. Main window of the program ICA_analysis_GUI. 

 

Picture C.2. LoadImage dialog window. 
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D. Preprocessing Operations 

D.1 Reconstruction of Independent Components 

Here the additional results, which were retrieved during the work on the thesis, are presented. 

Figures D.1, D.2 show the difference between original skin spectra (the diagram in the down-centre 

of the figures) and reconstruction of it by the significant independent components. The 

reconstruction of the significant IC’s are shown on the figures from left to right and from up to 

bottom. During the test in the same order as in the figure 2, 3, 4, 5, 6, 12, 32, 64 and all independent 

components were obtained. As example three different samples from the list of samples were tested. 

Here the two samples are shown, the third one is considered in the chapter 5. Also, in detail, the 

process of reconstruction is described in the subchapter 5.2.  

 

Figure D.1. Reconstructions by the significant IC’s versus original skin spectra: area 2, sample 2. 
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Figure D.2. Reconstruction of the significant IC’s versus original skin spectra: area 2, sample 11. 

In the tables D.1.–D.3. there are numerical characteristics of the tests are shown. For the test three 

different samples were considered from the list of samples (see Appendix A). The samples 

represent part of skin, which is indicated as area N2 (forehead). The differences of reconstruction 

by all independent components and significant IC’s are presented in the tables. For the test the 

following numbers of components were obtained: 2, 3, 4, 5, 6, 12, 32, 64 and all (depends on how 

many channel were truncated in order to cut noise). For the differences the minimal, maximum and 

average values are shown; also a standard deviation was calculated for difference range, which 

gives us a notion of difference behavior. 
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Table D.1. Testing of the Sample N1 of the area N2. 

Difference of reconstruction of all IC's Difference of reconstruction of significant IC's 

IC's mean max min 
standard 
deviation 

Error 
limit, 
δ mean max min 

standard 
deviation 

Number of 
significant 

IC's 

2 0,00478 0,00977 0,00217 0,00215 0,01 0,00478 0,00977 0,00217 0,00215 2 
3 0,00456 0,00919 0,00215 0,00208 0,01 0,00456 0,00919 0,00215 0,00208 3 
4 0,00445 0,00891 0,00215 0,00193 0,01 0,00765 0,03443 0,00279 0,00549 2 
5 0,00433 0,00881 0,00215 0,00185 0,01 0,00848 0,09301 0,00280 0,01146 4 
6 0,00422 0,00748 0,00213 0,00175 0,01 0,00721 0,06225 0,00301 0,00746 4 
12 0,00361 0,00632 0,00150 0,00135 0,01 0,00748 0,13255 0,00152 0,01548 11 
32 0,00197 0,00328 0,00086 0,00075 0,01 0,00822 0,14661 0,00091 0,02143 30 
64 0,00085 0,00148 0,00072 0,00019 0,01 0,00956 0,10721 0,00107 0,02163 57 
70 0,00072 0,00072 0,00072 0,00000 0,01 0,00859 0,10123 0,00237 0,02029 63 

Table D.2. Testing of the Sample N2 of the area N2. 

Difference of reconstruction of all IC's Difference of reconstruction of significant IC's 

IC's mean max min 
standard 
deviation 

Error 
limit, 
δ mean max min 

standard 
deviation 

Number of 
significant 

IC's 

2 0,00434 0,00856 0,00213 0,00168 0,01 0,00434 0,00856 0,00213 0,00168 2 
3 0,00396 0,00854 0,00181 0,00184 0,01 0,00396 0,00854 0,00181 0,00184 3 
4 0,00386 0,00785 0,00181 0,00174 0,01 0,00568 0,00971 0,00187 0,00173 3 
5 0,00378 0,00690 0,00181 0,00164 0,01 0,00894 0,13988 0,00258 0,01633 3 
6 0,00369 0,00688 0,00178 0,00157 0,01 0,00763 0,12067 0,00214 0,01412 5 
12 0,00320 0,00544 0,00159 0,00115 0,01 0,00782 0,13875 0,00191 0,01598 10 
32 0,00175 0,00314 0,00067 0,00072 0,01 0,00751 0,13777 0,00075 0,02060 30 
64 0,00070 0,00140 0,00051 0,00025 0,01 0,00881 0,10102 0,00056 0,01822 52 
73 0,00051 0,00051 0,00051 0,00000 0,01 0,00949 0,09241 0,00115 0,02062 61 
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Table D.3. Testing of the Sample N11 of the area N2. 

Difference of reconstruction of all IC's 
Difference of reconstruction of significant 

IC's 

IC's mean max min 
standard 
deviation 

Error 
limit, δ mean max min 

standard 
deviation 

Numbe
r of 

signific
ant IC's 

2 0,00490 0,00955 0,00240 0,00189 0,01 0,0049 0,00955 0,00240 0,00189 2 
3 0,00480 0,00869 0,00239 0,00175 0,01 0,0048 0,00869 0,00239 0,00175 3 
4 0,00469 0,00848 0,00239 0,00164 0,01 0,00808 0,05708 0,00270 0,00811 3 
5 0,00460 0,00758 0,00239 0,00154 0,01 0,0046 0,00758 0,00239 0,00154 5 
6 0,00447 0,00758 0,00239 0,00153 0,01 0,00447 0,00758 0,00239 0,00153 6 
12 0,00390 0,00635 0,00231 0,00121 0,01 0,00996 0,07345 0,00236 0,01289 9 
32 0,00236 0,00373 0,00116 0,00075 0,01 0,00776 0,13894 0,00116 0,02041 30 
64 0,00123 0,00183 0,00106 0,00022 0,01 0,00974 0,12040 0,00112 0,02208 58 
73 0,00104 0,00104 0,00104 0,00000 0,01 0,00995 0,12027 0,00117 0,02602 64 
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D.2 Choosing of the Method 

Table D.4. Methods’ convergences. 

Sample N1 Sample N6
Number of IC's M1 M2 M3 M4 M5 M6 Number of IC's M1 M2 M3 M4 M5 M6

2 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 2 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10
3 10 / 10 10 / 10 10 / 10 9 / 10 10 / 10 10 / 10 3 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10
4 10 / 10 5 / 10 7 / 10 10 / 10 10 / 10 10 / 10 4 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10

Sample N2 Sample N7
Number of IC's M1 M2 M3 M4 M5 M6 Number of IC's M1 M2 M3 M4 M5 M6

2 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 2 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10
3 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 3 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10
4 10 /10 10 /10 10 / 10 10 / 10 10 / 10 10 / 10 4 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10

Sample N3 Sample N8
Number of IC's M1 M2 M3 M4 M5 M6 Number of IC's M1 M2 M3 M4 M5 M6

2 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 2 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10
3 10 / 10 6 / 10 10 / 10 10 / 10 10 / 10 10 / 10 3 0 / 10 10 / 10 10 / 10 7 / 10 10 / 10 2 / 10
4 6 / 10 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 4 9 / 10 8 / 10 6 / 10 0 / 10 3 / 10 1 / 10

Sample N4 Sample N9
Number of IC's M1 M2 M3 M4 M5 M6 Number of IC's M1 M2 M3 M4 M5 M6

2 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 2 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10
3 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 3 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10
4 1 / 10 9 / 10 10 / 10 8 / 10 10 / 10 10 / 10 4 10 / 10 10 /10 10 /10 10 / 10 10 / 10 10 /10

Sample N5 Sample N10
Number of IC's M1 M2 M3 M4 M5 M6 Number of IC's M1 M2 M3 M4 M5 M6

2 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 2 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10
3 10 / 10 10 / 10 7 / 10 10 / 10 10 / 10 10 / 10 3 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10
4 8 / 10 10 / 10 10 / 10 10 / 10 10 / 10 10 / 10 4 0 / 10 8 / 10 9 / 10 10 / 10 10 / 10 10 / 10

Convergence / Number of launchings Convergence / Number of launchings

Convergence / Number of launchings Convergence / Number of launchings

Convergence / Number of launchings Convergence / Number of launchings

Convergence / Number of launchings Convergence / Number of launchings

Convergence / Number of launchings Convergence / Number of launchings
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D.3 K–S-test 

Here is the statistical K–S test is presented. As example, testing of sample N1 from area N5 is 

shown. Nongaussianity of 3, 30 and all possible 77 IC’s was proved. Each figure includes 

information about test parameters. Cumulative distribution functions of observed IC’s and Normal 

distribution function (Gaussian) were plotted. The Gaussian curve was plotted on the basis of 

formulas from [62]. A hypothesis that observed distribution function is Gaussian was rejected with 

significance value 0.05. The theoretical explanation of the test is shortly given in Chapter 5. 

 

Figure D.3. K–S-test with 3 IC’s. 
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Figure D.4. K–S-test with 30 IC’s 

 

Figure D.5. K–S-test with 77 IC’s 
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D.4 ANOVA Test 

To compare more than two groups the Analysis of variance (ANOVA) method is used. The test 

uses a test statistic called the F statistics, if the calculated value calcF is greater than the tabled 

value of critF , the null hypothesis that says, difference between the sample means are not 

significantly different from each other, is rejected. Shortly, the algorithm can be written as follow: 

Table D.5. ANOVA algorithm. 

1. Record data in columns. 

2. Compute total sum of squares:
N

x
xSS T

T

2
2

)(∑
∑ −= , where N–a number of observation in all 

groups 

3. Compute between and then within groups sum of squares: 
N

x

n

x
SS T

b

22 )()( ∑
∑
∑ −=  and 

bTW SSSSSS −= , where n–a number of observations in a group. 

4. Calculate the degrees of freedom: between groups =bdf number of groups 1− , for the total 

=Tdf number of subjects 1− , and within groups bTW dfdfdf −= . 

5. Compute the mean squares for each: 
b

b
b df

SS
MS = , 

W

W
W df

SS
MS = . 

6. Compute value forF : Wbcalc MSMSF /= . 

7. Find the critical value of F  in the statistic table: critical
Wb dfdfF ,,α . 

8. Determine whether F  is significant: if critcalc FF >  the null hypothesis is rejected. 

 

The advantage of the ANOVA test is that it tests the difference between the means of two or more 

groups. It can be used with any number of data sets, recorded from any process. The data sets need 

not be equal in size. Data sets suitable for ANOVA can be as small as three or four numbers, to 

infinitely large sets of numbers. The following tables are the results of ANOVA test implemented in 

Excel program. Test was applied to 3, 4 and all components. The main important values are calcF  

and critF , theirs’ comparison gives the test result. As it is seen from the tables D.6 – D.11, 

54,5,05.0FFF critcalc =< , so the hypothesis µµµ === 610 ...:H  can not be rejected at significant 

level 05.0=α . The other values in the tables are calculated by the algorithm. A p -value is a type-
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1 error, explaining in the Paragraph 5.1, shows that the probability of rejecting of the right 

hypothesis is high for all three cases. 

1. For 3 ICs Table D.6.  SUMMARY
Groups Count Sum Average Variance

M1 10 90 9 10
M2 10 96 9.6 1.6
M3 10 97 9.7 0.9
M4 10 96 9.6 0.933333
M5 10 100 10 0
M6 10 92 9.2 6.4

Table D.7.  ANOVA
Source of Variation SS df MS F calc p-value F crit

Between groups 6.483333 5 1.296667 0.392269 0.851994 2.386066
Within groups 178.5 54 3.305556

Total 184.9833 59

2. For 4 ICs Table D.8.  SUMMARY

Groups Count Sum Average Variance
M1 10 74 7.4 14.93333
M2 10 90 9 2.666667
M3 10 92 9.2 2.177778
M4 10 88 8.8 9.955556
M5 10 93 9.3 4.9
M6 10 91 9.1 8.1

Table D.9.  ANOVA
Source of Variation SS df MS F calc p-value F crit

Between groups 25 5 5 0.702028 0.624334 2.386066
Within groups 384.6 54 7.122222

Total 409.6 59

3. For all Table D.10. SUMMARY

Groups Count Sum Average Variance
M1 10 164 16.4 21.37778
M2 10 186 18.6 3.377778
M3 10 189 18.9 2.544444
M4 10 184 18.4 16.48889
M5 10 193 19.3 4.9
M6 10 183 18.3 28.9

Table D.11.  ANOVA
Source of Variation SS df MS F calc p-value F crit

Between groups 50.68333 5 10.13667 0.783875 0.56579 2.386066
Within groups 698.3 54 12.93148

Total 748.9833 59  
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D.5 Probability Comparison Method of Two Binomial D istributions  

Let perform 100=n  tests in every populations, method’s eConvergenc is observed )( iMm  

times, therefore the relative frequency [41] of occurrence of event in each population: 

nmeConvergenc ii /)( =ϖ . 

At significance level 05.0=α  , accepted in medicine, the hypothesis pppH ji ==:0  that 

probabilities of convergence for both methods are equal is checked. The competing hypothesizes 

are ji ppH >:1  and ji ppH <:1 . 

Rule 1. At the competing hypothesizes ji ppH >:1  the following criterions are carried out: 

By the data, competing hypothesis is right-side, that means, the critical point must be found using 

Laplace table and equation: 2/)21()( α−=Φ criticalu  . 

- If criticalobserved uU <  the hypothesis 0H is accepted. 

- If criticalobserved uU >  the hypothesis 0H is rejected. 

Rule 2. At the competing hypothesizes ji ppH <:1  the following criterions are carried out: 

The critical point must be found as in the Rule 1, and then border of the left-side critical area is 

supposed to be criticalcritical uu −='

. 

- If criticalobserved uU −>  the hypothesis 0H is accepted. 

- If criticalobserved uU −<  the hypothesis 0H is rejected. 

The criterion to check of null hypothesis is 

)/1/1)(1(

//

ji

jjii

nnpp

nMnM
U

+−
−

= , 

where the unknown probability can be changed by most likelihood estimate:  

)/()(*
jiji nnmmp ++=  


