Analysis of spectral images of skin

for medical application

Odenna Sagizbaeva

26.11.2004

University of Joensuu
Computer Science

Pro gradu



Preface

I would like to thankProfessor Jussi Parkkinenfor the interesting subject to research and also f
his supervising of my research work in tbaiversity of Joensuu His technical comments and
suggestions helped me many times during the wortheithesis. Further, | would like to say thanks
to the people from th€olor group of theUniversity of Joensuy who advised me in my first steps

into the Color science.

The great thanks belong to myother andsister, they have been supporting me all the time and |

would never have finished the thesis without the@rsntenance.
Finally 1 would like to thank all myriends, who have been surrounding me during my studies.

Thank you all.

Announcement:

| announce that | worked up on the thesis by mygetier the supervising of the Professor Jussi

Parkkinen. | included all the references, whichvjded information to me.

Joensuu, 2004-11-26
Odenna Sagizbaeva



Abstract

Nowadays color images of objects are widely usedifferent scientific fields. Studying of the
color images helps to make creations, which areogsible without them. There are many works,
which made research of human’s skin color imagegHe color reproduction of color film and
color television systems; it is known also that soworks appeal to skin in order to make skin
recognition. At the thesis the multispectral imagdshuman skin for medical application are
studied. The analysis of spectral images of skingundependent component analysis is made.
New methods for conversion of spectral images, Wwhace studied by the ICA method, are
obtained. Using the FastICA algorithm independamhgonents of skin are obtained, and analysis

of them is made.
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AHHOTaUuA

B nHame Bpemsi 1BeTHbIE H300pa)KCHHS LIMPOKO HCIIOJIB3YIOTCS B Pa3IM4YHBIX 00JacTAX HAyKH.
Bbnaronapst 1BeTHBIM H300paKEHHUSIM 3a4aCTYIO0 CTAHOBHUTCS] BOBMOKHO CIIENaTh OTKPBITUS, KOTOPBIE
Obutn OBl HEBO3MOXHBI 0e3 HHX. LIBeTHble M300pakeHHsI HMOBEPXHOCTH KOXKH 4YEIOBEKa TaKXKe
IIMPOKO MCCIEAYIOTCS B Pa3NIUYHBIX 00JIACTSX HAYKH, HAPUMEP TaKHX KaK PEPOAYKIHS [BETHBIX
¢dororpaduii, uBeTHOE TeNEBUACHHE WM B 3afadax pAclO3HAaBaHUs KOXHM 4enoBeka. JlaHHas
paboTta MoCBsIIEHa U3YYCHHIO MYJIBTHCIEKTPANbHBIX H300payKeHUH TOBEPXHOCTH KOXKH UYelIOBEeKa
IUIT MEIWIMHCKUAX TpHIOXeHui. B Teuenue paboThl Haj IUINIOMOM OBLI MPOBEACHU AaHAIN3
CHEKTpaJbHBIX M300paKeHUH KOXH YeJIOBeKa MpH NoMolu Merona He3aBHCHMBIX KOMIIOHEHT.
Brutn mosryueHs! MeTOIbI KOHBEPCHH CIIEKTPATIbHBIX H300paKeHHH, K KOTOPBIM OBUT B JanbHeHIeM
NPUMEHEH CTAaTUCTHUYECKUN MeToJ] AHanu3 He3aBUCUMBIX KOMIOHEeHT. [Ipu wucronb30BaHUU
airoputMa FastiCA, B auruiomHo#l paboTe mMONydeHBI W TPOAHAIM3UPOBAHBI HE3aBUCHMBIC

KOMITIOHCHTBI KOXH 4YCJIOBCKA.

KaroueBnle cioBa:

Amnanus MYJBTUCHECKTPAIEHOT'O 1/1306pa>1<eH1/1;1 IIOBECPXHOCTU KOXH, AHannu3 He3aBUCHMBIX

KOMIOHEHT KoxH, FastlCAairoputM, He3aBUCUMbIC KOMIIOHEHTBI KOXKU.



Ccontents

P REFACE . ... o et et e e e e e e e e e e e ra—— e e e e r e aaaan I
A B S T R A T -ttt ettt e e e et e e e e et et e e e e e et e ae ettt aaaane I
AHHOTAIIMSL. ... e ettt e e et e e e e e aat e e e e e estaanaaaaeaeeenes [l
CONT ENT S et e e e et e e e e e e et e e eaeaeeeeesaa e e e e eenennns v
NOMENGCLATURE. ...ttt et e e e et e e e e e et e e n e e e e aeennnns Vi
1 INTRODUCTION. ..ottt et e e e e e et e e e e e e et e e e e e e e saseaaeeeeeennes 1
2 SPECTRAL SKIN IMAGES IN MEDICAL DIAGNOSTICS ........ cciveiiiiiieeeeeeinnnn, 4
2.1 Methods of Medical Diagnostics Imaging the Human Iternal Organs.......... 4
2.2 Diseases Affecting Skin Structure and Color.............uuvceiiiiiiiiiee e 6
2.3 Color of HUM@aN SKiN........uuuiiiiiiiie e 8
2.3.1  Formation of SKiN REflECIANCE...........coiiiii ettt e 9
2.3.2 Differences in Human SKin RefleCtance ..............omeeeee it 12
2.4 Possible Methods of SKin ANAlYSIS ........cciiiicceeeiiiiiiiiiie e 4.1
BRIEF SUMMARY OF CHAPTER 2... oottt 15
3 INDEPENDENT COMPONENT ANALYSIS ... 16
700 R o 11510 Y2 [ P PPRRN 16
3.2 Description of the ICA MOEL.............uuueiiimmmeeeeeeeicirree e e e 17
3.2.1  Preprocessing fOr ICA. ... it e e e e e e a e e e e e e e a 18
T A = 11 1 [ @F AN AN [ To T 11 1] 0 SRR 21
BRIEF SUMMARY OF CHAPTER 3..... it 25
4  ANALYSIS OF SPECTRAL IMAGE OF SKIN .....coiiiiiiiiiiiiiiie e 26
4.1  Preparing of Data for ICA ANAIYSIS.........cuuiiieuiiiiiiiiiiiiiiieeeeeee e 26
4.1.1 Some Necessary Definitions of Color SCIENCE ........coceveeieiiiiiiiiiie e 26
4.1.2 Retrieving of Spectral Images for ICA ANAIYSIS......cocciiiiiiieiiiiiee e 29

A%



4.2  Retrieving of Mixture Variables............cccoeicc e 32

4.2.1  Part of IMage MENOU .......ueeiiiiiiiiiiiec et e e e e e e e e e e s e r e e e e e e aeeeeees 33
4.2.2  Threshold MEthOd...........uuuiiiiiiiiiiei e e e e e e e e e e e e e neeees 36
BRIEF SUMMARY OF CHAPTER 4...... oot 38
5 INDEPENDENT COMPONENT ANALYSIS FOR SKIN.....cccoovi i, 39
5.1 Characteristics of Independent COmMPONENTS ......ccocoiiiiiiiiiiiiiiiiiiiiieeee e 40
5.1.1 Checking of the Main ReSIIHCHONS. ........cooiiiiie e 40
5.1.2 Choosing of Number of Independent COMPONENTS .....cceeiriiiiiiiiiiiiiiaieeaa e 42
5.1.3 Choosing of Estimation APProaches. ... 46
5.2 IC Separation of SKin Color IMage........ccoouei e 50
BRIEF SUMMARY OF CHAPTER 5...oiiiiiiii et 53
B DISCUSSION ...ttt e e e e e e et s e aean e e eennas 54
6.1  ReElAted WOIK ...ttt a e e e e 54
6.2  Discussion of the COMPONENTS .........uuuuiiiuiiiiaieeee e 55
(IR T U (B (=3I 1] €= o1 1 o] o 56
G o ] o 11153 o] 1 56
7T REFERENCES ... ... s ettt e e e e e e na e e eaan s 57
APPENDICES ... .ot e e et e e et e s eraaa e e e e aa e e e eaan e aees 64
A. Skin Color Distribution Around the World ..o 64
B.  TeStiNg Material............cuuuiiiiiiiiiiiiiit e e e e 65
B.1 Spectral Images Used iN the TNESIS ..........oi i eemmmmmiee et e e 65
B.2 Catalogue Of TESIEA IMAGES ......uiiiei ittt 67
C. ICA_analysis_GUI Program. INterface. ..........ccoeeeeeeeeiiiiiiiiiiiiiiiiiieeeeeeee e 69
D. PreprocesSSing OPEratiONS ...........ceeeeeeeeeemmcmeeeeeeennnnasssaeeeeeeaeseesrsesesssssnnnnnnnnes 70
D.1 Reconstruction of Independent COMPONENLS ....... .o e eeeeeeereeeeeeeeeesinsiissneenreneeeeeees 70
D.2 ChooSing Of the MEthOd..........coiiiiiii e 74
D.3 (G (=] A PP PTPPTPPTT 75
D.4 ANOV A TS ittt ettt e e e e e e et e e et ettt b et s e arae e e s e e e e e eeeeeeesnbbnnannans 77
D.5 Probability Comparison Method of Two Binomial Distitions................cccccvvviiiivieeeen . 29

Vv



Nomenclature

CIE
D65
FastICA
FP
Fpsym
FPsymth
ICA

ICs

ML

MV

Nm
PCA
RGB

uv

Commission Internationale de Eclairage
artificial daylight with correlated temperatl@®@04K
Fast Independent Component Analysis
FastICA with deflation decorrelation approach
FastICA with symmetric orthogonalization deetation approach
FastICA using tanh nonlinearity with symmgetrtogonalization
Independent Component Analysis
Independent Components
Maximum likelihood
Mixture Variables
Nanometers or billionths of a meter
Principal Component Analysis
Green, Red, Blue

ultraviolet wavelengths

Variables and constants:

ch

A

Cx

H(X)

|

H(X), J(x)

my

elements of a mixing matrix

unknown mixing matrix

covariance matrix of th&X , C = E{ XX}
entropy of a random variabbe

unit matrix

entropy and negentropy of the random variable

sample mean vector of

Vi



P(, j,K) third dimensional matrix, multispectral image kins
Q(c,d,k) submatrix of matrixP(i, j, k)

R(u,v, k) resized matrix fromP(i, j, k)

Ry correlation matrix of the random vectet

S random independent components

X random mixture variable (Also: a coordinate)
X centered an observable random vector

X gauss Gaussian random vector

X(t,K) matrix of mixture variables

Y white vector

Functions:

E{} mathematical expectation

f() conversion function

\Y linear transformation to white vector, whiteningtnix
9, variance ofi, |

Other notation:

U angle

Oij coordinate plane
1n from1lton

- substitution

U proportional to
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1 Introduction

Skin color studying may be considered as imponaablem for diagnostics of skin diseases. With
the recent progress of spectral imaging, computaplgcs and some modern computational
applications, the diagnostics of the skin diseasethe base of mathematical modeling of the skin

becomes increasingly possible and correct on stalyes.

There are many medical and industrial fields, ftwich accurate skin models and statistical results
may be useful. As it is known, in dermatology, skiomdels can be used to develop methods for
computer assisted diagnosis of skin disordershénpharmaceutical industry quantification is quite
useful when applied to measuring healing progr&assh measurements can be used to evaluate and
compare treatments and can serve as an early todiohthe success or failure of a particular
treatment course. Consumer products and cosmetlastries can use computational skin

representations to substantiate claims of appearamanges [27].

epidermis

dermis

subcutaneous
tissue

Figure 1. Skin layers.

Human skin is the turbid media with multi-layerettusture [62]. Various pigments such as
melanin, hemoglobin, bilirubin, etc. are containedhe media and influence on the skin color.
Some techniques allow studying each pigment, skimponent, separately. The Independent
component analysis (ICA) is a technique that extréite original signals from mixtures of many

independent sources without priori information ba sources and the process of mixture [60].

There are several applications of the method iniomegland other scientific fields. In the thesis th

ICA model is applied to skin color images, whichrev@btained in the Color laboratory of the

1



University of Joensuu. Skin images can be consibase multispectral images, i.e. images with

number of spectral channels exceeding the threthelthesis such type images are studied.

Wavelength (nm)

400

Figure 2. Example of spectral image [36].

For the convenience of readers let us to give ansamy of the thesis. The thesis “Analysis of
spectral images of skin for medical application’nsists of five chapters of research work, the

oddments, references and appendices.

Chapter 2 represents a theoretical part; it intcedua reader to historical facts of appearing of
radiology and other methods of diagnostics by hubmay’s images study. In the chapter it is also
shown that new technologies allow studying of dsesadeeper and diagnose more accurate. The
importance of skin cover is considered there, at@inples of the skin diseases affecting skin color
and structure are given. The skin reflectance ptigseare discussed in the chapter, the skin model
based on analysis of [17] is also presented. Tom@nts defining the skin color are determined in

order to acquaint a reader with the facts of skitics.

Chapter 3 describes the ICA method, which is studigring the research work. The history of ICA
and its medical applications are discussed; dedimst restrictions and assumptions of the model are
presented in the chapter. In order to make algostiof the method simpler the assumption that
both mixture variables and the independent compisneave zero mean is maid. The observed
variables are centered before applying of the IG¥ advantage of the whitening is a

transformation of a mixing matrix into an orthogbrraatrix, and whitening simplifies the problem,
2



because helps to estimate half of parameters. Thgragressing, which includes centering and
whitening of the observed variables, is consideiredthe section, and the necessity of the
preprocessing is clarified there. In conclusioritaf section, the FastlICA algorithms are discussed

and presented.

Chapter 4 is an introduction in Spectral imagirtgré are many definitions of different types of
spectral images, illuminations in the chapter. Aisothe section, an application of the linear
interpolation for conversion of radiance type inmde reflectance type images is shown. Two
algorithms of obtaining the matrix of mixture vdiies are offered, and an implementation of them

is presented in the fourth chapter.

Chapter 5 represents tests description and anaysissults, obtained during the research. In the
chapter some statistical approaches are used ir eodprove one or another characteristic of
independent components. Quantity of independentpooents, to be observed in the thesis, was
chosen in the section. The FastICA algorithm witmsetric orthogonalization was established as
the best estimation approach for the componentrobta At the end of the chapter the separation
of three independent components of skin color imageade. Each component was presented as a

spectrum, and separated colors were shown in RGBafo
Discussion of the work results and conclusionsefthesis are presented in the sixth chapter.

There are brief summaries after every chapterhénthesis the cross-references are used. During
the work at the thesis more than 60 articles arak®avere read and used, the most important of
them are presented in the thesis. Appendices iadllugstrations, data, algorithms, and results of
the tests using during the work on the thesis. fllesis was written in accordance with reference

book on dissertation’s writing [66].



2 Spectral Skin Images in Medical

Diagnostics

The old Latin proverb says: “Diagnosis cetra — elltherapiae fundamentum” (Certain diagnosis

forms the basis of medical treatment).

Medicine often appeals to diagnostics of diseagagsearching of human body organs’ and whole
organism’s images. For that there are many diftererthods and equipment. Contemporary
technology allows researching almost of all humegans and systems, all anatomical formations,
which sizes are bigger than microscopical onesr&laee many skin diseases and some of them

affect skin color and structure, what makes posdilidgnostics of them at the basic stages.

2.1 Methods of Medical Diagnostics Imaging the Huma n

Internal Organs

During many ages doctors tried to solve the probiemrove recognizing of human diseases. Need
for method, which would give them to look into theman’s body without injuries, was immense.
Many years ago information about normal anatomy aretomical pathology of men was based on
dead bodies’ study. With the advent of computehnetogies more possibilities for human
internals’ images analysis appeared. New era caiitle Mrray photography. Earlier, during
analysis, a radiologist bet on his vision. As knpwaman eyes are not very sharp. Then new
methods, which allow taking of internals’ imagegpeared, among them are tomography,
ultrasonography, nuclear magnetic resonance torpbgrand others. And now there are many
systems, intensifying images, displaying them anamitor or keeping them on the hard disk and
transferring the data. Also digital monitors of ndiagnostics systems allow getting of an image
any studying part of body in wanted scale and aspdtat helps to diagnose a problem quickly and
qualitatively. Application of these methods and a&rrto medical science results in Radiology
science, which concerns of imaging of the humarylmda screen, paper, film, and then decoding
of the images, makes the determining of organistoisdition possible. The history of radiology

written above is derived by analyzing informatioorh [19, 57 and 59].



Some methods of diagnostic by using image analygisesented in the thesis, the first is the X-ray

photography.

X-ray is a form of electromagnetic radiation, jlike visible light. In a health care setting, X-gy
are emitted by a machine as individual "particlggiotons) that pass through the body and then get
detected by a sensitive photographic film. X-rajovas finding of bone and muscle fractures,
because they have dense structure that blocksahtis¢ photons and appears white on developed

film.

Another method, which uses the ultrasound wavesohltaining images, is an ultrasonography.
Ultrasound is sound waves, which frequency highant20 kHz. This method allows displaying
two dimensional images of internal organs, estingatheirs’ size, shape and structure. Using the

ultrasound doctor can estimate amount of lesicemodrgan without laboratory tests.

The following method of body organs’ photographyclisse to X-ray diagnostic. Fluorography is
based on photographing of shadow image by mourtiogmera in front of the fluorescent screen.
It may be used for comprehensive body examinatipeeally for gastrointestinal and locomotor’'s

systems including pelvis, chest, spine, worm etc.

Developing of X-ray research allowed decreasinthefexposure time and improving of the image
quality. But radiation diagnostics gives only secti of organs images on any depth, what presents
the whole object, but not a visualization of it.@auters made this problem solvable because of 3-
D reconstruction of the patient’s body. So commutaliow recognizing of more diseases than

human eyes.

In 70’s a new method of diagnostics based on phmaptang whole human body or its parts was
developed. Computer processes images of sectiahdigplay results on the screen. This method is
widely used in diagnostics of brain-growth and s@fsues in the organism. Hence the computer

tomography can be added to newest methods of dséigno

The following picture shows an example of imagekiclv are made by using X-ray. The X-ray on

the left picture 3.a shows a normal heart. Thethwathe right X-ray, picture3.b, is enlarged [26].



Figure 3. X-ray images of a heart [50].

2.2 Diseases Affecting Skin Structure and Color

Skin is a natural protective body covering of a haman outer surface of a body, site of the sense
of touch. The skin thermoregulates an organism;@es secretor and exchange functions. The skin
consist of two layers: an outer epidermis and amerinsensitive dermis composed mostly of
connective tissue. Also the skin helps organisnbdoresistant to dust, wind, humidity, sudden

changes of temperature, chemical irritants, touchrabbing.

While skin is the most accessible organ to resedtwh diagnostics of skin presents difficulties
because of many clinical forms (about 2000) and diseases.

There are many diseases affecting structure andr aufl skin [26]. Some skin diseases are
determined by modifications of the skin. Among the&rfuruncle that is an infection of a hair
follicle, a painful sore with a hard pus-filled eorFuruncles may occur in the hair follicles
anywhere on the body, but they are most commorherface, neck, armpit, buttocks, and thighs.
Another one is eczema that is characterized bythsence of redness and itching, an eruption of
small vesicles, and the discharge of a watery edamahen crusty and thickened skin. Very often
an eruption appears on hands, feet, shank andreadody. A flowing of the eczema distinguishes
by lingering. A virus infection, herpes can affect skin structure. The most common symptoms of
herpes are blister or clusters of painful blistke-lsores. After the penetration the virus is keade

in the human organism for whole life as latent dtifn, which may remain in sensory nerve cells.
Under the influence of some diseases herpes caaappgain. Harmless, at first glance, changes of

skin can be a demonstration of serious illnessr&keme skin diseases are considered in the thesis.



Some of them become apparent on early stages mgictgaskin color and morphology. Exactly

these changes allow to a doctor to discover disease

Pigmentation is interesting by changing the cadbrskin to different colors. Pigmentation is
formed during first months and years of life angeleds not so much on pigmented cells number as
on theirs dynamic abilities. Young people with wehiskin have proportional distributed
pigmentation. At an early age a blood supply isdgothe skin of seniors is become thicker and a
blood supply is become worse. Moreover, dry oldh skilmits the light deeper inside, what is a
reason of the sallow color of the skin. The disttibn of the pigment also is broken, different size

chloasmas are appeared in the skin. Also very @teiiness affected the skin color.

An allergy influences on skin color depending olerglens. Causes of an allergy are food, drugs,
bacteria and many other factors. An allergy isspo@se, such as rash, hives, itching, asthma, hay

fever, etc., to an allergen.

And on the contrary, a vitiligo is a rare skin @ise consisting in the development of smooth, milk-
white spots upon various parts of the body. Cafiskeovitiligo is incapacity of some parts of skin

for making a pigment. The illness is almost incleab

Dermatitis is not uncommon disease, it is a skoier and inflammation, producing a rash, sore,
cracked skin, and skin becomes itchy and may dpvblsters. Doctors discern also a contact
dermatitis, which appears due to direct contachvait irritating substance, such as berries or
chemical goods. The skin inflammation appears imately, and an affected area of skin

corresponds to a contact area.

Often, a fire, an electric, a radiation or chemiefiéct or intense heat have affect on human skin.
Theirs actions cause a born disease. The graviigjufy depends on temperature, duration of an

effect, area of injury and location of the burn.

Chronic skin disease psoriasis, characterized pyett patches covered with scales, silvery, flaky
surface. The primary activity leading to psoriasisurs in the epidermis, on the scalp and ears and
genitalia and the skin over bony prominence. The gacts on the infection by growing very fast,

trying to "grow" the infection off the skin. Theigkalso does not mature normally.

Seborrhea produces a disruption of the oil glandkimg, which is characterized by a skin fat
secretion. Seborrhea can appear on any part of wkiere the oil gland is much: scalp, face, back.

The skin is thickened and looks dirty gray; ponesquite often with blackheads.



These and other skin diseases can be found fronickleincyclopedias [26]. Also it is necessary
to notice that not only skin diseases have affecskin color and structure, diseases of many body

organs and general state of human health havelarnoe on skin condition.

2.3 Color of Human Skin

Skin color is one of the most conspicuous waysyhith humans are varying, and which is widely
used to define human races. Men have adapted deeiggperiod of time to local conditions, and
now we can divide them into races on the basiseofggaphical distribution. People, living in the

tropic zone usually have dark skin and, contradyctNorthern Europe people have a fair skin.

The appearance of human skin is governed by theeaf the surface, by the epidermis, dermis,
subcutaneous tissues and pigmentation in the haft and follicle. Keratin lamellae are produced
on the skin surface, melanin is produced benedthhbrny layer, and yellow carotenoids are
deposited deeper in the dermis. The number of blesdels, the extent, to which they are filled,
oxygen and pigmentation in the blood also influeaneoutward color of the skin. Skin color is an
indicator of human well-being. For example, paltmior of the skin is caused by a diminished
blood flow, by blood, which has low oxygen-carryiogpacity and by fluid beneath the skin layers.
On the contrary, redness is caused by too muchambglobin, by increased blood flow, or by
high temperature, as heat is dissipated from thaei capillaries. An appearance of the yellowness
of the skin is explained by high serum carotenelewellow-brown or black patches on the skin
by exposure to the sun, dispersion or certain fipediseases. A description of these and other
kinds of pigmentation as cyanosis (blue appearambd)rosis (greensickness) and other, which are

caused by some changes in human organism and éfieics on skin color, can be found in [31].

Skin coloration in humans is adaptive and labilec#8ise of this, skin coloration is of no value in

determining phylogenetic relationships among modhemman groups.

The major pigment is, however, melanin, and the skilor of all races can be related to the size,
aggregation properties, and speed of responseeofmiflanocytes, the cells, which produce the
pigment melanin. Cottoet al. [17] claim that “The color of the skin is primadpe two factors:

melanin in the skin and the presence of blood[58B] the dependence of skin color from pigments

of skin is clarified.



The chromophores, which are considered in nexthajiter, are a chemical group that gives a color
to a skin and determines the reflectivity of thenskt various wavelengths [67]. In the thesis only

several chromophores, which are listed by authof2,i3 and 4] are presented.

2.3.1 Formation of Skin Reflectance

There are many techniques to calculate reflectapeetra of the human skin. To understand the
development of coloring within the skin it is nesay to understand that skin is a complex
structure, which has two structurally different day (epidermis and dermis) with different
scattering, refracting and absorption propertiesgfefznt cells structure and blood distribution,
amount of chromophores and water content in the Islgiers affect on their optical properties. The
skin reflectance spectra simulation based on M&@udo method can be found from [49]. The
model of color formation within human skin basedkarbelka-Munk theory is presented in [2] and

[17], and the following figure presents the modehoman skin, which is based on the theory.

Incident light .
Reflected light

A1/ 1/

Stratum Corneum

Epidermis

Upper Papillary Dermis

Lower Papillary Dermis Y ‘ -\b\ﬂlby/

Reticular Dermis \ V/

Blood vessels and other pigments

Transmitted q

Figure 4. Model of the human skin.




At first, the light enters the epidermis. Melaniigment absorbs short wavelength more strongly
than long one, and resulting light entering thexdemwill have lost a blue component, depending on
the amount of the pigment. The epidermis contagyisg amounts of melanin and keratinized

epithelium cells. The surface reflection of the lamnskin takes place at the epidermis surface. The
reflection is approximately 5% of incident radiatiom the range 350-3000 Nm independent of the

lighting wavelength [17].

Most of the light incoming to a dermis, other thhat absorbed, is reflected. The dermis contrasts
strongly in structure that the epidermis, it haffedent optical properties because of constructing
from a densely fibrous collection of collagen fibend blood vessels. The blood born pigments
hemoglobin, oxy-hemoglobin, beta-carotene and utilit are the major absorbers. The optical

properties of the dermis are basically the samalfdruman races [15].

The light then passes back through the epidermigravfurther melanin absorption takes place

before being reflected through the stratum cornea.

Melanin.

Melanin accounts for most of the variation in thigual appearance of human skin. Melanin comes
in two types: phaeomelanin (red to yellow) and elame (dark brown to black). A number of
theories have been advanced to account for matos @@ melanin pigmentation. These include its

usefulness as camouflage, as an aggressive siggial,sas resistance to sunburn and cancer, and as

optimization of vitamin D, biosynthesis. Jablonskit al [38] demonstrate that the relationship

between skin pigmentation in indigenous human patfris and latitude is traceable to the strong
correlation between skin color and UV radiationeylalso present evidence, supporting the theory
that variations in melanin pigmentation of humarinskre adaptive and that they represent
adaptation for the regulation of the effects of WAdiation on deep strata of the integument.

Melanin also can be defined as an optical and oterfilter. The penetration of light wavelengths
is reduced by using melanin. In [38] a relationamn skin pigmentation and vi'[aml:r)13 synthesis

is found. Vitamin D, is necessary for human growth, calcium absorpiuth skeletal development.

According to Jablonskét al, humans with dark skin do not suffer from deficiges of the vitamin

D3, that can be attributed to lack of sunlight, etieay live whole year in a zone of low UV

radiation.
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Melanin reflectance spectrum in the visible rargyenonotonically increasing with wavelength, and

maximum absorption is happened in the UV range. [5]

Keratin

Keratin is a fibrous protein that occurs in theevuayer of the skin (epidermis). It is formed afesi
the keratinocytes. Its fibers cause light scattgrivut they are too thin to have a critical effect

skin reflectance [3].

Carotene

This dermis chromophore can be also present imltied. Carotenes are yellow or orange-red fat-
soluble pigments in plants. It presence in humasedds on food consumption. Its absorption

peaks at 480 Nm, but it has a very weak effecherotverall skin color [3].

Collagen

Collagen is a fibrous protein that can be foundhie dermis. Its fibers are the primary source of
light scattering in the dermis, determining the ttepto which these wavelengths penetrate the

dermis, but authors of [3] and [5] do not mentiory ampact on the reflectance spectrum of the skin

[3].
Hemoglobin

The dermis is deeply permeated with blood vessgigh contain hemoglobin (Hb). Hemoglobin is
a protein containing in the red blood cells. Herobgt has a unique absorption spectrum with

characteristic absorption bands at 420 Nm anddrb##d Nm — 575 Nm ranges [3].

The figure 5 shows the hemoglobin absorption spattrersus skin reflectance, which is measured
in [3, 5].
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Figure 5. Skin reflectance versus hemoglobin aksmmd3].

Bilirubin

Bilirubin is yellow orange-yellow pigment, the wasproduct that results from the breakdown of
hemoglobin molecules from worn out red blood cdlgcessive levels of bilirubin stain the fatty
tissues in the skin to the yellow. Along with théodd chromophores hemoglobin and oxy-
hemoglobin, bilirubin determines dermal absorptiminwavelengths longer than 320 Nm and

profoundly modifies skin colors.

2.3.2 Differences in Human Skin Reflectance

Angelopoulou in [3] describes a modeling of skilegtance data densely sampled over the entire
visible spectrum. She measured the hands skinctafiee of different races’ volunteers. Two
different samples for each subject were taken: bafckands and palms. A light was falling
approximately on the center of a hand. For furthmrovement of a signal she took the average of
10 reflectance measurements for each skin sampéalSo kept in her mind that color of reflected
light depends on the color of incident light. Thtie true descriptor of the spectral behavior of a
material is the ratio of the light reflected frolmat material over the light that is incident onttha
material. Figures 6, 7 are taken from the articild ahow the skin reflectivity (albedo) of various
races, which is the ratio of the amount of electignetic radiation reflected by a skin surface ® th
amount incident upon it, commonly expressed as raepéage. Different races are shown by
different colors: Caucasian is shown in red, Asiagreen, East Indian in blue and African descent

in magenta. All the plots exhibit a gradual inceeasth respect to wavelength with around 575 Nm.
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Figure 6. Reflectance spectra of the back of thedHar different races. [2]

In order to test whether skin spectra variationsldde attributed to melanin and local skin
structures (hair follicles, hair, pores, etc.) theyasured the spectra of the palm of the same
volunteers. As expected, the palm has a more redgisctrum than the back of the hand, figure 7.

Notice, that the various spectra are much clodelstered and exhibit an almost identical shape.

Skin Reflectance Skin Reflectance
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| | 1 1 1 | 1 1
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Wavelength [num] Wavelength [rum]

Figure 7. Reflectance spectra of the palm for diffe race. [3]

The figure 8 shows a subset of the previous cuovethe figures 6, 7 after their albedo has been
rescaled to vary between 0% and 1%. Angelopoataal [4] divided each reflectance distribution
by the maximum value of that distribution. So sheored the effect of the darkness of skin and
concentrated on the shape of the spectrum.
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{a) back of the hand {b} palm
Figure 8. Scaled spectra of the (a) back of thedhln) palm [4].

Figures 8.a and 8.b show the rescaled spectraeopéttm and the back of hands of the same
subjects. Notice, that in the absence of melanithatpalm, the curvatures for the darker skinned
subjects are the same as for the rest of curves.méasured spectra demonstrate that there is a
specific pattern in the spectral distribution cé ttolor of skin.

2.4 Possible Methods of Skin Analysis

The human skin is examined in different sciencesedrchers study different properties of the skin
for applications in different spheres of the lifdwere are many kinds of methods and approaches to
make a skin analysis. New technologies allow stuglyif skin color and morphology everywhere,
not only in laboratories, but also in hospitalsjksmand police.

The main role of the skin analysis is in the pdrimeedicine — dermatology. Only by the skin
analysis it is possible to make diagnostics of skBeases. It is the most important part of skin
research, but not the only one. Nowadays, at ta@eanaplasty, surgeons very often appeal to skin
study to improve rhytidectomy and skin implantation

In criminal identification and security system, andt only there, face recognition systems are
employed. There are many approaches to detect hiecas. With computers invention most of
them are accessible. At the work [30] a statistipraach of the detection of human faces in color
nature scene is described. Many methods detecs flagdeature matching. In [12] some of the

methods are considered and compared. Also an easonrof the markings, which are made from
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the fingertips, is used wide in criminal identifiican system. This method of personal identification
which is called dactyloscopy, based on unique maysor behavioral characteristics of every
human. Fingerprint examines a shape and detailachcteristics (minutiae) of skin ridges pattern

on human hands.

The skin color modeling is widely used for recogmig faces and constructing a realistic face
models. Also using reflectance measurements ohtimean skin it is possible to reconstruct three
dimensional images of faces as it is described4#h dnd 68]. Interesting works are in speech
recognition by using visual information about therresponding lip movements. For lips
recognizing skin color information is used, twoarsl — skin and lips are marked out in order to
improve recognizing [11].

Along with the methods, which are mentioned abd®mncipal Component Analysis (PCA) and
Independent Component Analysis (ICA) are widelydus® recognizing faces [7, 8 and 9]. More
information about PCA method and comparison ofithWCA can be found from [20], ICA method
is considered in the thesis. Also PCA, as appledkin color, is considered in [35]. Chapter 3 of
the thesis represents ICA model description andeémentation of it, and chapter 4 describes the

application of ICA for spectral images of skin.

Brief Summary of Chapter 2

1. Historical facts of new methods of the diagnostighich are studied images of body organs,

are considered.

2. Some methods of the diagnostics by using imageysisalsuch as X-ray, tomography,

ultrasonography, etc., are presented.

3. Properties of human skin are described, and sevbsalases affecting on skin color and

structure are presented in the paragraph.
4. The model of human skin is constructed, and prageedf skin pigments are studied.

5. Applications of skin analysis in different fieldeeadescribed.
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3 Independent Component Analysis

In the thesis spectral images of human skin aréyzed by the Independent Component Analysis
(ICA) in order to extract and study informationa@mponents in the skin. ICA is a technique that
extracts the original signals from mixtures of mamgdependent sources without a priori
information on the sources or the process of theure. At this chapter a basic conceptions of ICA

are considered.

3.1 History of ICA

Hyvarinenet al [32] refer that first mention about ICA technoyogas made in 1980s by J. Heraut,
C. Jutten and B. Ans [6]. The requirement for thethnd appeared with coming problems in
neurophysiologic setting. Researchers implemer@&dfor different scientific fields. ICA has been
applied to problems of array processing, commurtinatnd medical signal processing and speech
analysis. In the field of color image processimpueet al. [36] proposed a technigue to separate
each pigment from compound color images. Usefulkeowith applying the ICA are back-
propagation, Hopfield networks [29] and Kohonen&f®rganizing Map, also for higher-order
spectral analysis [41]. The increased interesh&model took place from 1990s with the fixed-
point or FastICA algorithm, which allows applyinget method to large-scale problems because of
its computational efficiency. There are many wonkbjch compare the ICA with other methods,
for example, Comon [16] discusses about the ICRAeffectiveness and applications of the model.
Due to its generality the ICA model is widely usadmany different areas, but in the thesis only

medical applications of ICA are discussed.

In [46] authors employ the method for heart ratealdlity analyzing. Hyvarineret al. [32] report
that ICA is valid for measuring electric activity ihe brain. In addition to the results they cléat
ICA has been applied to other brain imaging andnigimical signals as well: functional magnetic
resonance images, optical imaging, which meangtijr@hotographing the surface of the brain
after making a hole in the skull, and for removiadifacts from cardiographic (heart) signals and
magnetoneugraphic signals. Kiselgov [40] descrithes application of ICA method in software

development for medical instrument-making industry.
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Of course, there another applications of the modtHe medicine are existed, may be some of them

are on the creation and development stage ash#gsst or unknown to the author of the thesis.

3.2 Description of the ICA Model

The following definitions represent the basic ICAdel. The definitions are derived from the book
“Independent Component Analysis” [32, subchapte3slland 7.2.1].

Definition 1. Let considernrandom variablex, X, ,..., X,,. The observed variables are modeled

as linear combinations afi random variables,, s,, ..., S,:

X =a,S +a,s, +..+a,s,, forali=1...,n,
where theaij .1, j=1,...,n are some real coefficients.

By definition, thes, are statistically mutually independent.

The mixing model can be rewritten in vector-matrotation:

Definition 2. Let us consider random vectofs= (X, X,,...,X,)", S=(s,,S,,....,S,)", then the

mixing model is

X = AS 1)

where A is some unknown matrix with elemeags.

The independent components (IC$) also cannot be directly observed. Independent ©oemt

Analysis consists of estimating both the matAxand the ICs,, when only thex variables can be

observed. For simplicity, there are no noise tetmghe model and the number of independent
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componentss is equal to the number of observed variables. Btattical background and

knowledge in statistics about random variabledribigtions and independence can be got from any

statistical literature or [32].

There are some restrictions in the ICA method, tvisicould hold for ICs and mixing matrix.

- ICA assumes that ICs are statistically independent.

- The ICs must have no Gaussian distributions.

- For simplicity, the unknown mixing matrix is assuirie be a square matrix. (Mixing matrix is

invertible).

The following ambiguities such as impossibilitiddetermining of ICs’ variances and the order are
taken place in the ICA model. The reason for baotibiguities is that the ICs and mixing matrix are

unknown, but in many cases these facts are ingignif.

3.2.1 Preprocessing for ICA

Before applying of the ICA method, it is often udeto make some preprocessing. In this

subchapter the centering of the observable vasad then whitening of them are demonstrated.

In order to make algorithms simpler, the assumpttbat both mixture variables and the
independent components have zero mean is maid.obkerved variables are centered before
applying of the ICA. The necessity of the centeriagclarified in [32, Subchapter 7.2.4]. The
following definition is deduced from [32, Subchast@.2.4 and 7.2.4.].

Definition 3. If X is the observed random vector, so a centered vedth zero-mean can be

found as

18 , ,
wherem, = —ij is a sample mean and is a number of samples, X, ,..., X .
j=1
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Figure 9. The mixture variables with mean (a) befand (b) after centering.

The figure 9 shows the centering process of theturgxvariables, which are retrieved from the

spectral images of a face skin (forehead).

Another useful preprocessing technique for ICA isitening. The term “white” comes from the
fact that power spectrum of white noise is constaet all frequencies, somewhat like the spectrum
of white light contains all colors [32]. For convence, in the definition 3.2.4 the designations of

the previous one are used.

Definition 4. A zero-mean random vectf = (X,,...,X,)" is said to be white, if its elements are

uncorrelated and have unit varianc&{ x;, x;} = J;.

Definition 5. The random vector is called white, if it satisftae following conditions:

m, =0, R,=C, =1,
where my is a mean vectorR, ,C, are correlation and covariance matrices of the dam

vector X, respectively.

Let us consider the random vec¥r = (X, ...,X.)". The task is to find a linear transformativn

into white vectol :
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Y=VX 2)
Solution can be found in terms of Principal Compunénalysis’ (PCA) expansions. Let

E=(e,...,e,) be a matrix, whose columns are the unit norm eigetors of the covariance

matrix CX, =E{X X 'T}. That can be computed from a sample of the vectorgither directly or

by one of the on-line PCA learning rules [32, Cleail]. Let D = diag(d,, ...,d,,) be a diagonal

matrix of the eigenvalues & . Then a linear whitening transform is given by
V=D"E", d >0

ThenC,. = EDE', whereE is an orthogonal matrix, i.eE'E=EE" =1 .

E{YY'} =VE{ X X"}V =D™?ETEDE'ED™"? =
From this it follows thatYis white. The linear operato¥ is by no means the only unique

1/2ET

whitening matrix. The matrixED™ is a whitening matrix too, which is obtained by

multiplying V' from the left by the orthogonal matiix. Another method to perform the whitening

is on-line learning rules, but they are not consden the thesis (see [32, Subchapter 6.4]).

Whitening transforms the mixing matrix into a neneoA . Using equations (1) and (2) we got
y =VAs= As. Whitening (uncorrelatedness) is weaker than irddpnce, and is not in itself

sufficient of estimation of the ICA model. To comei this, let us use an example from [33].is

an orthogonal transformation gf: z=Uy. Due to orthogonality o) there follows:

E{zZ}=E{UzZU"}=UIU" =1 .
Since z could be any orthogonal transformation Wf then the whitening gives the ICs only up to

an orthogonal transformation. This is not suffiti@m most applications. An advantage of the

whitening is that the new mixing matrix is orthoghnThe whitening reduces the number of
parameters to be estimated. Instead of havingtima&e then® parameters that are elements of the
original matrix A, we only need to estimate the new, orthogonal mgixnatrix A. An orthogonal
matrix containsn(n—1)/2 degrees of freedom. An orthogonal matrix containly about half of

the number of parameters of an arbitrary matrixatTheans the whitening reduces the complexity
of the problem [32].
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3.2.2 FastICA Algorithms

To perform the estimation of ICA the FastICA alglom, as a computationally highly efficient
method is used [33]. It uses a fixed-point itenatecheme that has been found in independent
experiments as very fast method for ICA. Anothevaarage of the FastICA algorithm is that it
provides a general-purpose data analysis methoddinabe used both in an exploratory fashion and

for estimation of sources. For more information#ltbis algorithm see [23].

In the thesis only FastICA method is studied. Tremethree variations of it: using kurtosis, with
deflation (FP) or with symmetric orthogonalizatifPsym), and using the tanh nonlinearity with
symmetric ortogonalization (FPsymth). A fast fixedint algorithm using kurtosis, a classic
measure of nongaussianity, is treated in [32], iamglemented by Leppajarét al in [43] in order

to find filters for color separation.

The FastICA principle is based on maximization ohgaussianity. As it is mentioned above the
main assumption of the ICA method is that the IQssithave no Gaussian distributions. The
algorithm of finding of the independent componeistsdbased on Central limit theorem, which

asserts that in certain cases the sum of indepépdistributed random variables tends to Gaussian
distribution as the number of items is increasifg, the task of ICA is to find such ICs, whose
distributions are maximally far from Gaussian (nabmdistribution. For practical measure of

nongaussianity some estimation methods are derA®d. was proven in [32], a Gaussian variable
has larger entropy among all random variables df wariance. This means that entropy could be

used as a measure of nongaussianity.

Definition 6. A measure, that is zero for a Gaussian variabid always nonnegative, is called

negentropy. Negentropy J is defined as

J(X) = H (X s ~H(X),
where X is a Gaussian random vector of the same covarianatrix asX , and H is the

gauss

entropy.

Using the fixed-point algorithm, a fast method foaximizing negentropy can be found. The
FastICA for unit, which estimates only one indepamdcomponent, finds a unit vectav such,
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that projectiow'Y , whereY is a whitened random vector alf{ w'Y)*} =| WH2 =1, maximizes

nongaussianity. Nongaussianity is measured by pipeoaimation of negentropyl , given in [32,

Subchapter 8.3] as:

J(y) O[E{G(y)} - E{G(O)]°.
For practically any nonguadratic functi@n andé is a Gaussian variable with zero mean and unit

variance, the variablg is assumed to have zero mean and unit variance.

For estimating of several ICs two FastICA algorithmith deflationary orthogonalization and

symmetric orthogonalization are obtained in [32heTproperty of the methods that vecwars
corresponding to different independent componergoghogonal in the whitened space, so in the
whitened space

E(W Y)W Y)} =w'w,
and, therefore, uncorrelatedness is equivalentttjmgonality. This property is confirmed because
of orthogonality of the mixing matrix after whitewgj. From the last described, it follows that

are the rows of inverse of the mixing matri™* are equal to the columns of mixing matrix

according to the property of orthogonal matr&:' = A" .

At first, in FastICA algorithm nonlinearity, which is the derivative of nonquadratic funct{én is

chosen. In the thesis the nonlinearities preseiifg2] are used, these are:

9,(y) = tanhéa, y),
-y°
9,(y)=ye?, ©)
95(¥) =y,

wherel< a, <2 is some suitable constant, oftan=1.
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Figure 10. The robust nonlinearities.

Figure 10 shows graphics of three nonlinearitigse Tanhfunction nonlinearity is used in the

Maximum Likelihood Estimation method. In order tetimate several independent components, in

[32] one-unit algorithm running several times issdisAnd after iteration, in order to prevent

vectorsw,,...,w, from converging to the same maxima, orthogonabmadf the vectors is made.

There two approaches to estimate several ICs &eedfin [32]: estimation of the ICs one by one

and in parallel. More deep information about thelrod can be found in the book.

The tables 1 and 2 describe shortly the methodadioieving decorrelation.

Table 1. FastICA with Deflationary Orthogonalization [32].

9.

10. Seti « I +1.1fi <K, go back to step 5.

Center the data.

Whiten the data to give Y.

Choose numbeK of ICs to estimate.

Seti “— 1

Choose an initial value of unit norm f@, , e.g. randomly.

LetW, — E{Yg(W'Y)}—E{g (W Y)}W, where gis one of nonlinearities

i1
Do orthogonalizationW, « W, —Z:(V\/iTWj)Wj :

Letw, — W /| w |.

If W, has not converged, go back to step 6.

j=1
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Table 2. FastICA with Symmetric Orthogonalization [32].

1. 1-3 steps of the algorithm above.

2. Choose initial values for théy, i =1,k each of unit norm. Orthogonalize the

i1
matrix W asW, — W, —Z(WiTW]- W .
=

3. Foreveryi let W « E{Yg(W Y)}-E{g (W'Y)}w

4. Do a symmetric orthogonalization of the mat = (W, ..., W, )" by
W« (WW")™2W, or by the iterative algorithm:

1) Let W « W/HWH

2 Lt W « gw —%WWTW.

T
3) If WW' s not close enough to identity, go back to step 2

5. If not converged, go back to step 3.

FastICA by Maximum Likelihood Estimation.

A popular approach for estimating of independenmgonents is maximum likelihood (ML)
estimation. Information about the method can bendbin any book of Statistics or in [32].
Likelihood can be maximized by a fixed-point alglom fast and reliably.
Hyvarinenet al.[32] obtained the basic iteration of FastICA as:

B — B+diag(a;)[diag(5)+E{g(H)H '}] B,
where a, =-1(B +E{g (V,)}) . B =—-E{y,g(y,)}, and H=BX, this process is without

whitening. Then after every step, the matBxmust be projected on the set of whitening matrices

This can be accomplished by the classic methodving matrix square roots,

B~ (BCB") V2B,
where C=E{ XX "} is the correlation matrix. And nonlinear functian is the tanh function. In

practice is useful using of the whitened vectorsiclv can be obtained by applying of the whitening
matrixWY=WVX, which impliesB=WV andH =WY .
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In FastICA, convergence speed is optimized by theice of the matricesdiag(a;) and

diag(s,). These two matrices give an optimal step to bel useéhe algorithm. Shortly with the

whitening the algorithm can be written as:

Table 3. FastICA with Maximum Likelihood Estimation.

1. Center the data to make theirs mean zero. Whitem tio getY . Compute the
correlation matidlC=E{YY'} .

2. Choose an initial (e.g., random) mai/\k .

3. ComputeH =WY/, and fori =ZLT],
B =—E{ya(y.)}.a=-U(5 +E{g'(yi)}) :

4. Update the matrix bW — W +diag(a, )[diag(s3,)+E{g(H YHTW.

5. Decorrelate and normalize Wy — (WCW') Y2\ .

6. If not converged, go back to step 3.

The algorithm in the table 3 is derived from [38]ng whitened vectors.

Brief Summary of Chapter 3

1. The history of Independent Component Analysis igtem. Some medical applications, which

use the ICA model, are presented.
2. The main definitions and restrictions of the ICAthwal are adduced.
3. Centering and whitening preprocessing operatioaslascribed in the paragraph.

4. The FastICA algorithm as main algorithm for thesg@sh work is considered.
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4 Analysis of Spectral Image of Skin

4.1 Preparing of Data for ICA Analysis

Extracting qualitative information and spatial distition of components through analysis of an
observed image is required in many fields of imagelysis such as remote sensing, medical
diagnostic and robot vision [61]. The process ofctral image retrieving is very important for

correct results during a research. Inaccurate aisalywhich can involve incorrect diagnosis of a
disease, also can depend on the quality of prodspedtral images. During the imaging process it
is important to take into consideration the liglouisces and instruments’ quality. This chapter

describes the process of spectral image retriexhtransformation of them to research data.

4.1.1 Some Necessary Definitions of Color Science

For the last hundred years "images" have been dedoon film either in gray-scale or in color
defined by the intensity of red, green and blue BRGSpectral imaging provides a significant
additional dimension that enables each object todégned by multiple, even hundreds, of
wavelengths. Spectral images are images with highber of spectral channels. In general the
number of channels in a spectral image exceede,thwhich are found in typical RGB color
imaging, and can range to several hundred chanhleéspossibility to take spectral images is very
important for color research. Characteristic feagupnf spectral images in some color imaging
applications and medicine are described in [21}pdrtance of spectral images in medicine and

theirs role in diseases’ detection are describgddh

In a laboratory it is possible to get two kindsspfectral images: reflectance and radiance. Both
these type images can be retrieved from each diedlectance type images can be received from
radiance type images by the separation of the fightce, under which the radiance type images are
taken. The illumination has important role in theqess of transformation. In this case, radiance
type images can be defined as pure color imagdsutitany outside light. Such kinds of images

can be measured under any illuminants that are wmepprtant if it is needed to study images in
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situations of different light sources. More deefig transformation is considered below in any

book of color science, for example [65].

In order to retrieved a spectral image it is neamgs$o know properties of light sources, under
which the images are obtained. In this subchafpiteninant Daylight, which is commonly used for
the spectral images retrieving, is presented. Atsd is mentioned above, the illumination performs

the important role for the transformation from eetiance type to radiance type and vice versa.

An object that emits light or radiant energy, toiebhthe human eye is sensitive, is a light source.
The emission of a light source can be describethbyrelative amount of energy emitted at each
wavelength in the visible spectrum, thus definihg source as an illuminant. An illuminant is a
simulation of a light source. It is a mathematicgpresentation of a theoretical real light source.
The light source affects the perception of a cokRwth natural daylight and artificial simulated

daylight are used for visually examining the caldference.

To define the artificial light sources the standdhagminants are established by the Commission
Internationale de I'Eclairage (CIE). CIE standdhdninants have spectral characteristics similar to
natural light sources, i.e. they represent an gectsal power distribution of a theoretical reghli
source and can be reproduced in a laboratory. &3 1B” series of illuminants were proposed to
the CIE. The D illuminants are the daylight illuraints, defined from 300 Nm to 830 Nm, across
the ultraviolet (UV), visible and near-infrared jIRavelengths. So they represent daylight more

completely and accurately than do illuminants B &nd
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D65 is the most commonly required for visual evabres and color measurements illuminant, it is

a mathematical representation of noon sky daylifi@5 has a correlated color temperature of
6504K.
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4.1.2 Retrieving of Spectral Images for ICA Analysi s

The multispectral images of human skin (hands, dacevhich were produced in the Color
laboratory of University of Joensuu by using theSpmctor V8 spectrograph, are used for the
research work in the thesis. The following pictdescribes the position of the camera during the

process of images’ obtaining.

D65 illuminant

Spectrograph

&
! : 1 meter

Figure 13. The process of spectral image retrieving

Spectral images, which are using in the thesistwoetypes of images: reflectance and radiance
type images. The spectral images of the faceseadkectance type images with wavelength range
from 380 Nm to 780 Nm and with 81 components or el@vgth channels in each image (with 5
Nm intervals for each channel). The radiance typages are spectral images of different parts of
the hands. These skin images are measured with lftémrals, the starting wavelength is 380 Nm,
so in this case the wavelength range is 380-775 &, there are 80 wavelength channels in each

image. Information about these images can be fautitk tables B.1 and B.2 of the Appendix B.

For radiance type images a transformation of themeflectance type is made. An interpolation of
the Daylight illumination spectrum range (from [L8) the image data spectrum range (380-775
Nm with 5 Nm intervals) is made in order to tramgido reflectance type image, and each radiance
spectrum is divided with that daylight spectrum. the Daylight illumination the illuminant D65
(artificial daylight) was used, the spectrum rapfi¢he illuminant is from 376 Nm to 776 Nm with

2 Nm intervals. The process of interpolation isspreed in the figure 14.
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Definition 7. [64] Linear interpolation is a method to find appiimately a functionf (x) , which
is based on substitution of (X) by linear functionL(x) = a (x—X,) +b, where the parameters

a and b are chosen such, that valueslofx) and f (X) are equal in the given points, and X, .

The only function, which satisfies to this, is

— f (Xz) — f (Xl)
) X =X

L(x)

(X_ Xl) + f (Xl) ,

which is approximated td (X) in the segmenitx,, X,] with inaccuracy

F(x) - L(X) = f"z“)(x—xl)(x—xz), £ 00%%,].

£(x)

L (%)
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Figure 15. Definition of the linear interpolation.
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The figure 16 shows the detail of the spectrumrpudkation, which is marked up by the square

frame on the previous figure.
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Figure 16. Detail of the interpolation of the Daghit illumination spectrum.

Let us consider a function, which describes thelighy illumination spectrum in the segment

[434, 436, the linear functiorL(X) approximating the function of daylight spectrum is:

_ (439 -f(434 , _
L0 =, 7o, (X434 + (439 = 001(x+18),

and in the pointx = 435, the L(435 = 453.

This transformation gets the estimates for refleaaspectra. The level of the spectra is not enough
correct one, but that does not matter becausedier do apply the ICA method the centering of all

data are made, and they have zero-mean beforeaheses.

Mathematical definitions of different interpolatiomethods can be found in [34] and can be applied

by using the Matlab program [48].

The spectral images of human skin, which are aedlyz the thesis, allow retrieving of the mixture
variables. And they are observed by using the ICAthmd in order to find independent
components. The transformation of the spectral @sag mixture variables is needed in order to
use them as input data for ICA algorithm. Next geaph describes methods, which are used for

that conversion.
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4.2 Retrieving of Mixture Variables

In this subchapter the methods to retrieve theimafrmixture variables (MV matricesX (t, k)
are developed. The mixture variables or randomabées are observed by the ICA method in order

to find independent components (see definition IC& model).

Methods of the transformation from the multispdcimages to two dimensional matrices are
described in the thesis. The matrices, which areewing by the methods, are not centered matrices
of mixture variables and can be used as an inpta fta ICA algorithm, which estimates the

independent components from the given multidimeradisignals.

Let consider the three dimensional maRi, j,k), wherei, j,k are dimensions of the matrix.
Our task is to find the functiorf (i, j) in order to convert the matrif to matrix X (f (i, j),K),

where f (i, j) andk are dimensions of the matriX , and f (i, j) depends on dimensionsj .
In mathematical symbols it will be:
foranyi, j,k, f (i, j)01n:

f:PG@,j,k) - X(f(,]j),k)
The conversion function can be found as a muliien(i [ j), so the problems looks like:
foranyi, j,k, f (i, j)O01n:
f:PG@,j,k) - X(f(,j),k), wheref(i,j)=ilj.

But in this case we can confront with another pgobkuch as big time and space complexity of the
ICA algorithm. In this situation it is better to vkowith not whole image but select some part of it.
It is necessary to decrease the size of the matnirixtures in order to avoid the problems, which

are mentioned above.

The thesis offers two different conversion methfmigetrieving of the matrix of mixture variables:
Part of image method and Threshold method. Botbetineethods provide the finding of matrices of

mixture variables with the sizes, which satisfeagarcher.
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4.2.1 Part of Image Method

As is mentioned above the first method for MV matetrieving is a Part of image method. The
main property of the method that a submatrix oééhdimensional input matrix is extracted. And

the conversion method is applied not to whole spethage but to the submatrix.

Definition 8. [47] Submatrix of a rectangular— by —] matrix P is a matrixQ(c,d), where
l<c<i,1<d < j, and the submatriX is developed by elements at the intersectioneofixed

crows andd columns in the matrix with preservation of thevioeis order.

The Definition 8 works only for two dimensional miagés, for three dimensional matrices the
Definition 9 and 10 is developed. In the definiti®nthe rules (in general case) of choosing the

points that determine the 3-D submatrix is describe

Definition 9. C 3-D matrixP(i, j,k), wherei, j,kOLn. A submatrixQ of the matrix P is

defined by three poin(s, j,,K;), (5, J,.K,), (i3, J5,K;), for which formula

ky =k, Lk, 2ks L(i; =i, Lig=i,) L(j; =], L3 = ],) =True
or
=i Lig 71, Lk, =k Lk, =k) L(), = 3L j, = ;) =True

or
=0, Ci, 2, C(i, =iy Ci, =i,) C(k, =k, Ok, =k;) =True

To apply the Part of image algorithm the definitibd is needed. The algorithm is based on the

selection of two points on the front plafj as on the figure 17, the second point is givesetio

the size of submatrix from the beginning. The d&én 10 defines the submatrix Q by the given

one point; it is a special case of the definition 9
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Definition 10. C 3-D matrix P(,j,k), where i, j,kO1Ln. Let consider a point
(s, 14.K;) 0P, JK), ie. i,<i,j,<]),k,<k. Let us construct a submatrix
Q(c,d, e) through the poing, which is supposed to be down-left-front poinsatbmatrixQ and

c,d, e satisfy:

l<cs<i-i,lsd<j-j, 1<esk-k,

In our case the submatri@ of the matrixP is used like it is shown on the figure 17.a. Ad thesis

the submatrix has the third dimension same as #taxihas.

The size of the submatrix is defined by two inpeordinates(i,, j,) and(i,, j,), which are set by

a researcher on a spectral image.

It is very important that an order of elementshaf $pectral image is kept in a new submatrix.

At the figure 17 the Part of image method is sketicout.

K
—— submatriz Q / k
—— MV matrix X .~
| /T <
I | -7 l/f -7
K r ,;,t/—,.—/— A
k/_/f | J{"f;/f// //’f
I E e
/// 5;//;/ - ’ t X
(3 ¥ W S
c| Q-
i P ,// //
P -~ d i,
O I I
(2) Matrix P, §, k) and submatriz Q (c, d, k) (b) Matrix of mixture variables J(t, k)

Figure 17. The Part of Image algorithm.

Below there is a definition of a not centered MVtrixa retrieved by the Part of Image method.

The not centered MV matrix is found from the sutmmaf), for that the third dimension vectors
are taken from the submatrix in order from leftright, from up to down and put into the MV

matrix as row vectors one by one in the bottom.
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Definition 11. C 3-D matrixP(i, j,K) , wherei, j,k 0J1,n. Let develop 3-D submatri®(c,d,k),
wherec<i, d < j andc,d 01 n. The functionf makes the conversion from the submafx

to a matrix of mixtureX (t,k) , wheret =cld, i.e.
f:Q(c,d,k) - X(t,k), wheret =cld.

AndOc, O1c, Od, 0Ld, Ok, 0Lk the element of the MV matrix, , =Db 4 x , where

t,=(c,~Dld+d,.

Let consider the following example as an illustratof the definition.

Example 1. C input 3-D matrix, P(i, j,K), wherei = 4, | =6, k = 2. The submatrix, taken from
the matrix P is Q(c,d,k), where c=2,d=3 k=2. The MV matrixX(t,Kk),

wheret = 6, k = 2, is shown on the figure 18.

k=2
e Ph k) — Ofe d k) K

2

1.1,11,2

W2,2,12,3,1

o Qfe d Bl — X, k)
Ve, el,r, vd, eld, Vi, elk

3,103, 2 _
t=6_" Lok, = bcw,dq,kw :
4 1) Xt k t=(c.-D-d+d
E C:2,d=2,k=1 ¥y x_(cq_). + -3
thfq(ql)dqd 5 RARE
en L =10, —1)-d+d =2
* _: 4 6 18,2
Soq2,2,1 X5 X

Figure 18. Working of the Part of Image algorithm.
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The figure 18 shows that the Part of image algorithorks for 3-D matrix, which is a spectral
image of skin in our case, whose two first dimensiare height and width, accordingly, and the

third dimension is spectrum’s components.

4.2.2 Threshold Method

The Threshold algorithm represents a differenthie Part of image method for retrieving of
matrices of mixture variables. The algorithm is siocted on the basis of subsampling method and
threshold method. The subsampling method is desttidlelow. The threshold means a value, which
determines size of the MV matrix; it is a sum oflaetance values of one pixel for all specters.
Only those points, which value is higher than tireshold value, will be processed by the method.
And points, whose values lower than the threshaltles will be omitted. The definition 13

numerically determines the threshold.

As it was mentioned above the ICA algorithm hastige and space complexity. Therefore, if the
MV matrix is going to be large, then the input dpglamage can be resized in order to decrease the
number of mixture vectors in the MV matrix, by ugithe Threshold algorithm. The resized matrix
is developed by the subsampling method, where arsquindow is used. Information about this
method can be found in lecture notes [24]. An atbor of finding of the resized matrix is

processed by the Threshold method and describewbel

Definition 12. C 3-D matrix P(i, j,k), wherei, j,k01L,n and C size of windowW, then a

subsampling algorithnin such as:

. . — i j
h:P(, j,k) - R(u,v,k), whereu1 i, v du=—, v=—
@,].k) ( ), whereu 11, 1] an W W

can be found.

And Ou, =1u, v =J,7v,kp =1k the element of the resizéRl is defined as:

ruvk:pij

’
VoK, pripKp

wherei o =(u ~DW+1,] o =(v. -1)W+1.
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The figure 19 shows a work of the subsampling étlyor.

L] (X X
1] Subsampling algorithm .
] = » =
X HKo—1X] | L1)
P ®al o XXX
XXX
(2,205 |~
X Ve v X X|X
= (121
(FAa.1
L~
(2) 3-D matrix (b} Resized matrix

Figure 19. Subsampling method.

The definition 13 describes the Threshold algorithm

Definition 13. Let R(u,v,k) is a resized matrix, whera,vOLn. C points u Of1,...,u} and

\ D{l...,v}, (uT ,vT)DR(u v, 1) . Then

T

k
« the threshold value T Ez(;r ur,vT,é)'

» the conversion functiorf : R(u,v,k) — X(t,k), wheret < ulv, is defined:

CQ=0, thenOu, O{L...,u}, Ov, O{L, ..., v}: if Ek;ru , 2T thenQ = sucqQ) .
& o

And Ok 01, ...,k} an elementx of the MV matrixX is defined asty, =My

Definition 14. For anyQOZ [ sucd) function, this returns next in order value, sush a

sucqQ) =Q+1.
Let consider an example of the Threshold algorighwmork.
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Example 2. C 3-D matrix P(i, j,k), wherei =6, ] =4,k =2 and [ the size of windowV =2
and the threshold valu€ = 2. The resized matriR(u,V,Kk) , whereu =3, v =2, and MV matrix

X(t,K), wheret = 3 k =2, are shown on the figure 20.

k=2 p
W=2 k=2 7
he P k) — Riu, v, k) -
> 1,1,11,2,1 §
i=6 P / H=3p11p2, Table of sums
E
B, 11,21
/:fzz ru,y,,j ;Fu,,v,,f
1,1.1 3 (<5)
Jj=4 2,1,1 7 (235)
k= F R k) =Xk
. = 3,1,1 1 (=5)
TE/—rE - % 1,11, T=5
625—;}}(2’1,}(2’2 =3 Y 1,21 6 (=5)
5=5—>%31-%31 NiIT 22,1 5 (=5)
X 32,1 4 (=5)

Figure 20. The Threshold algorithm.

Note. The realization of the Part of image and Thresmoédhods in practice, and visualization of
them using Matlab program, can be found in [54, Bgjth these methods were implemented in
ICA_analysis_GUI program (see Appendix C), and lissof test are presented in the IT-project
[54, 55]. The mathematical package Matlab has vwégplication in different scientific fields,
especially in medicine [39]; it is very useful tamk with images, which are actually represented
matrices. The application allows making calculadieasier because of included set of mathematical

operation and formulas.

Brief Summary of Chapter 4
1. Definitions of spectral images and daylight illumirts are presented.

2. The process of retrieving of the multispectral imsgf human skin and conversion of the

radiance type images to the reflectance type imagedescribed.

3. Two algorithms of retrieving of the matrix of mixauvariables: Part of image and Threshold,

are obtained and implemented.
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5 Independent Component Analysis for
Skin

As it was mentioned above, spectral images of hufae@es and hands are tested at the thesis. For
spectral images of faces, sample areas were sglent¢the faces by using Part of image method.
There are six regions considered: forehead, brafgeose, eyelid, cheeks and chin (cheek-bone).

The following figure represents an example of thmgle areas selection.

Loaded Image: Area N2

% Part of image
1. point: [%.y]
2. point: [x.y)

Select Paints
Area M4
" Threshold 40

Paoint:  [x.4)
Walue: 0

<11}
Window size: IT

Leleah Bairt |
&0
Calculate |
100 8

0
Area N3

Area MNE

Area M1 120
0
Area MG

Figure 21. Sample areas of tested faces.

For hands no special regions are selected, so Raxthof image and Threshold method could be

chosen. “Truncate” sometimes is needed to remoises@ppearing during the image retrieval.
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(a) Spectrum hefare "Trncate” (b} Spectrum after "Truncate"

Figure 22. Using of “Truncate” operation, the spaan is cut off at 405 nm.

As it is seen from the figure 22.b, cutting of th@ise can affect the color spectra and change the
color parameters of the image. But in our case,rrdly components of skin are studied, this
problem can be omitted, and that is why it is abdwo cut big enough part of spectra in order to

save from noises.

5.1 Characteristics of Independent Components

At this chapter the independent components of aktnanalyzed. At first, criterions if IC’s satisfy
the main restriction are verified. Then the numbeérsufficient IC’s for skin research and the
method to obtain them are defined. In conclusianI®'s are analyzed and discussion of them is
made.

5.1.1 Checking of the Main Restrictions

After applying of the FastICA algorithm to the mixé variables, independent components of skin
were obtain. First of all, it is needed to check thain restrictions of the ICA method, which are

described in the Subchapter 3.2. Results of the &ewl testing data are presented in Appendix D.

Mutual independence of the IC’s is main restrictafrthe ICA method. There are many statistical
methods to check if components are independenceotrfor example spectral test, t-test or

Pearson’s test. But most of them are presumed tk with big number of data, what is impossible
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in our case. Therefore for the checking of indepeicd of components the Matlab’s Statistics
Toolbox [48] was applied. Using the cross-tabulatfanction for several vectors at significance

level a@ = 005, the null hypothesis that observed componentindependent is accepted.

Let us make use of [42] to prove nongaussianityolofained IC’s. The Kolmogorov-Smirnov
empirical test is used to reject the hypothesis éhapirical distribution function of observed IG&s

equal to Gaussian (Normal) distribution.

Let consider IC’s — vectors in n-D cube. The noohthe vectors were calculated:

M:H (€7 +..+&2)

and ranged in non-descent variation ser@s< s, <...< S <...<S,. Divide n-D cube ok sub-

cubes and count rates of outcomes fallen in edsftshbe:

M ov= o=

V., =
Yoo n n
where m - amount of outcomes fallen in-th sub-cube. And then plot the empirical distribot

function.

Theorem 1. (A.N. Kolmogorov) [69]. Probability @ (A) of the inequality

D = sup|Fn(x)—FN(x)|<i

n )
—00<X<+00 AN

with N - +o tend to a limit

() = 3 (-,

k=—00

(uniformly relative toA , whatever the functiofry (X) is).

The Kolmogorov's theorem gives a possibility to idef a goodness measure of empirical

distribution functionF, (x) with theoretical distribution functio (X) .

K-Stest is implemented for obtained IC’'s using Matlahd statistical tables in [51]. At

significance levela = 005 the hypothesisH,, : F = F, is rejected. An example of K-S-

empirical

test applying is illustrated in Appendix D.
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5.1.2 Choosing of Number of Independent Components

The problem, which is arisen during the tests, a& hmany independent components should be
estimated? It is clear that this problem does miseaf the same number of components as the
dimension of the data is estimated. However, they mot always be a good idea, and explanation
of this supposition can be found in [32, Subchafi®B]. Authors accomplish a task by choosing
the minimum number of components that explain th& dvell enough, containing, for example,
90% of the variance. And confirm that often, thendnsion is actually chosen by trial and error
with no theoretical guidelines. It is possible alsaeduce dimension by using PCA preprocessing,
but this method is avoided in the thesis, and isecaf need if necessary, can be found in [32,
Chapter 6]. Hyvarineet al. [32] refer to some methods for choosing the qami components,
such as Information — theoretic, Bayesian, andrathteria, which are considered in detail in [13,
14, and 50].

The following figure shows that for skin color sgraca rather small number of IC’s are sufficient,
because the shape of the skin spectra is the abaow for all samples. Of course, as is easy to see
from the figure 23 that the similarity of the ongi and reconstructed spectral is increasing wvii¢h t
number of components. The figure 23 shows us thensdruction of the skin spectra from the
different number of independent components. Andhasase of PCA, not many components are
needed to present the skin spectra. On the fidgugedsults of the tests of three samples of second
face area are shown: from top to bottom the follmwvare sketched out: original skin spectra,
retrieved from the spectral image by Part of imag#hod; reconstruction of the spectra from 2, 4,

5, 6, 12, 33, 65 independent components; and fedind right — results for different samples.
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Figure 23. Comparing of original skin spectra wigtonstruction from 2, 3, 4, 5, 6, 12, 32, 64
components.
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The dependency of number of components and sityilafireconstruction to original spectra also
was proved numerically. Let us consider three saamples as on the previous figure. The figure
24 shows that with the increasing of the numbdndépendent components the difference between
reconstruction and original is reduced. To calauldifference, the absolute value of sum of
deviation squares is used, which is characterizedd divergence of values in each spectrum

channels from channel’'s mean value. Mean of akmjences in all channels gives a difference.

Difference of reconstruction of all IC's (generalv ~ iew)
0,006
0,005
oot || =t
) . . : : .
= : 5 s . Sample N 1
o 0,003 : : ; - oamp
L : . O Sample N 2
a : :
0,002 5 Sample N 11
o001t || =l === =] =3
0,000 SUH L L HHM(
2 1 3 1 4 5 6 12« 32 64 | 70
I I I I I I I I
‘»Sample N 1 0,0047110,0045l‘0,00445:0,00431‘0,00421:0,00361‘0,0019':0,0008!‘0,00071
0O Sample N 2 O,0043110,0039{0,0038(:0,0037{0,00363:0,00326‘0,0017510,0007(‘0,00051
Sample N 110,0049(0,0048(0,0046¢0,0046(0,00440,0039(0,0023(0,0012:0,0010«
IC's

Figure 24. Dependency between reconstruction diffee and number of components.

But as it was mentioned above it is not necessarycansider big number of independent
components for the image of skin. For that letasstder only significant independent components,
which are quite enough to describe the skin spetets = 0.01 is an error limit. It means that if

some independent components with small value wlekcluded the total error will not be more

than 0.01 of reflectance value. This limit is pregsel small enough value, which is imperceptible to
a human eye, this value was chosen on the basgisr® [45, 52 and 69]. The figure 25 represents
difference between original mixture variables argtonstructed ones from the significant
independent components. For the purposes of #tistr the same samples and number of

components were tested as for the figure 23 and 24.
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Difference of reconstruction of significant IC's (g eneral view)
0,012
0,01
0,008 - IR
© s : i v
= L : 5 : : : ' "> Sample N 1
o 0,006+ — — === =] ™
L . : : : : : : 0 Sample N 2
[a) o X : : : : : :
0,004 L - L L | | - Sample N 11
ooz | === H =] E
0 : T : T : T : T : T : T - T - T :
2 3 1 4 5, 6 1 12 32 64 | 70
I I I I I I I I
"> Sample N 1 0,0048 0,0046 0,0077 0,0085 0,0072 0,0075 O,Q082 0,009886,0
O Sample N 2 0,0043 0,004 0,0057 0,0089 0,0076 0,0078 0,0075 0,008898,00
Sample N 110,0049 0,0048 0,0081 0,0046 0,0045 0,01 0,0078 0,0097 0,01
IC's

Figure 25. Behavior of the difference after reconstion by the significant IC’s.

Table 4. Number of significant IC’s with error limit 6 = 0.01

Number of all retrieved independent component
2 3 4 5 6 12 32 64 all

Sample Number of significant independent componen
N1 |2 3 2 4 4 11 30 57 63
N2 |2 3 3 3 5 10 30 52 61
N11 |2 3 3 5 6 9 30 58 64

In the table 4 the numbers of significant composeavith error limitd = 0.01 is shown. As it is seen
from the figure 25 and the table, the smallest stabile difference is guarantee with small number
of independent components, for example three inm#gr® components (further this number of
IC’s is used for the tests). This number of compdsevill be considered in the thesis below.
Hyvérinenet al [32, Chapter 14] also give a notice of errorifareasing humber of components.

In detail the results of tests with different numb&components are represented in Appendix D.

The figure 26 represents difference between origsmectra of skin (down — center) and
reconstruction of it by the significant number nfliéependent components. On the figure the results

of testing of one sample of the second face areaslaown, the figures with other samples of the
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second face area can be found in Appendix D. Biefisamples, which are tested in the thesis, is

presented in Appendix A.

econstruction from 2 IC's | reconstruction from 3 IC's Reconstruction from 4 IC's

Reconstruction from 6 ICs

Reconstuction from 32 ICs  p

Figure 26. Sample N1. Reconstruction by the sicgnifi IC’s versus original spectra.

5.1.3 Choosing of Estimation Approaches

In the preceding chapter 3 several different edtomaprinciples and algorithms for ICA were
introduced. In this chapter an overview of thes¢hmas and chose of the better for our research
method is provided. In [32] the connection betwedinestimation principles is shown, also on
comparing of the nonlinearities they confirm tG4y) = tanh@,y), where 1<a <2 is a
constant, is a good general-purpose non quadraictibn. During the test the main choices should
be between nonlinearities and decorrelation methddsee different statistical criteria for
estimation of the ICA model, including likelihooehdh nongaussianity measures are tested in the
thesis. Maximization of nongaussianity is achiewead FastiCA algorithms with deflationary
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orthogonalization and symmetric orthogonalizatiénd using of [32], it became known that the
version of the fixed-point algorithm (FP), which egs symmetric orthogonalization and

tanhnonlinearity (FPsymth) performs as well as the mman likelihood (ML) algorithm.

Let us consider 10 samples from the area N2 ofabe (forehead). The number of IC’s, which are
obtained by the methods, are 2, 3, 4 because dfechaumber of components in the previous

chapter. Results of the testing of the methodspaesented in the tables in the Appendix E.
Methods, which are tested in the thesis, are naanedrdingly:

M,,M,, M, — FastICA with Deflationary Orthogonalization ag{y) = y*, g(y) = tanh(y),

g(y) = yexpEy? /2) nonlinearities correspondingly,

M,,M.,M;— FastICA with Symmetric Orthogonalization and g(y)=y°,

g(y) = yexpy? /2) nonlinearities, and Maximum Likelihood Estimatioittwg(y) = tanh(y).

Each method was launched 10 times. It is necegsanpte that all ICA algorithms have some

stochastic aspects, and can give every time diffeesults.
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Figure 27. Convergence of the methdds- M for 2 and 3 IC’s.

As it is seen from the figure 27, all methods asaverged successfully for two IC’s, and in this
case the priority can be given to a faster metbadh as Deflation estimation method. The case of
three IC’'s more interesting for study, because suchber of components is tested at the thesis. In

the figure the superiority of the methdd ; is seen. This allows us to assume that Symmetric
estimation approach is the best for the case @ketisomponents. In the case of larger number of

IC’s, this method also gives good results, sotiéshod will be used below.
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In the figure 28 all training methods are shownreHalso the confirmation of the correct chosen

method is shown. For obviousness, the convergealces were scaled frodto— 0.3.

T3]0

-0.149

-0.154

Convergence

-0.24

Figure 28. Comparison of methods.

But in general case all methods have no signifiddférence, what is proved by using a method of

Analysis of variance [42]. At significant levet = 005 the method gives big probability of the

type-1 error (error of rejection of a right hypaske , : 1, =...= s = 11); see ANOVA method

in Appendix D.

In order to check the greater convergence prolvalidr the methods and nonlinearities a statistical
hypothesis was checked for the results in the tAbde The method of comparison of two binomial
distribution’s probability [25] to the methods f8rand 4 IC’s was applied. Method was applied to

provide best nonlinearity and choose the FastiCgordhms with deflationary or symmetric

orthogonalization. As a result of statistical telsg following derivations are made: the nonlingari
g(y) = yexpEy?/2) provided the greater probability of the method v@gence, and the

symmetrical approach gives better convergence. dgseription of the method can be found in

Appendix 4.
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Methods Advantages Disadvantages
M, M,,
M, Deflation is useful in the case, whetstimation errors in the componer
only a very limited number ofthat are estimated at first accumul
(Deflation) components estimated. It has highnd increase the error in the la
convergence speed on small numbers @dmponents. Often, when larg
IC’s. In contrast to MLE, the methgdnumbers of components are obtain
does not depend on reasonaptee method does not converge.
approximation of the densities, and it|is
less problematic to use it.
M, Mg,
M, The method estimates all independefitfften, when small numbers
components in parallel, what allowgomponents are obtained, the mett
(Symmetric obtaining large number of componentsonverges after large number of ste
and ML) in small number of steps. If the nonlinearity is chosen n(

correctly, the ML algorithm will not

converge properly.

Df
nod

ps.
Dt

The nonlinearityg(y) = y exp(-y” /2) is chosen as the best for the testing, in caseoéssity of

another nonlinearity thg(y) = tanh(y) will be chosen, because of wholly satisfactoryultssand

as recommended by the authors of [32].
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5.2 IC Separation of Skin Color Image

The separation of three independent componentginfcelor image is made in the thesis. Such
kind of process obtained in [60]. Tsumwtal. separated skin color images into two images by
ICA in the optical density domain of three coloanhels. They believed that the images correspond
to distributions of melanin and hemoglobin, becatlse result of separation agreed well with
physiological knowledge. As a test material thegduRGB color face image and many assumptions
were made in the analysis: linearity among the tties and the observed color signals in the
optical density domain, spatial color variation ®ad by only two pigments, spatial independence
of the two pigments, and zero quantity at a cerpaiimt of the skin image. The detailed process
description can be found in [60]. The figures 29 &9 show testing color image and final result:
two independent components, which are assumed bgndia et al. to be caused by hemoglobin

and melanin, respectively.

(a) skin color image with 64 x 64 pixels

(b) facial image color image with 1920 x 1035 pixels

Figure 29. Analyzed color images in [60].
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(a) first (B) second independent components

Figure 30. Two separated independent componertteea$kin color image [60].

In applying this technique to various parts of ioely, however, it will be necessary to consider the
violation of assumptions from [60] depending on #mea of skin image, skin structure, skin
condition, and so on. But the proposed techniqoegdcbe applied to a spectral reflectance image
as well [60].

Let us consider two examples of separation of irddpnt components for the sample spectral
images 11 (area 2), and 14. On the figures 31h8&:tare ICs, obtained during the tests. For each
separate component inverse operation using equétijpis made. It is important to notice that
mixing matrix A performs a role of a coefficient, which rotate amdcale each new spectrum’s
plot. The process of color separation is preseatefigures 32 and 34. For the visualization of the
color images the RGB color images are used. Thards) 32.d and 34.d shows the process of

obtained colors mixing, which can be compared witginal skin color image.

M

L L L L L L L
10 n 30 40 &0 6O 70 80

\ . . . \ . .
1} 10 20 30 40 a0 60 70 a0
(@) Skin color spectra (D) Three independent components of the skin color image

Figure 31. Skin spectra and ICs, obtained during tissts (face).

The independent components obtained during thetestentered as it is required in the subchapter
3.2.1. Therefore they were rescaled from 0 to lamd moved along reflectance axis by
multiplication on the mixing matrix (see figures.8234.a). Each component was assign as spectra

of (1x1) pixel image with 80 spectrum channels.
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Figure 32. Separation of ICs of the skin color iradface).

On the figures 32.b and 34.b there are three skghreolors correspond to three obtained

independent components.
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(@) Skin color spectra (1) Three independent components of the skin color image

Figure 33. Skin spectra and ICs, obtained during tigsts (finger).
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Figure 34. Separation of ICs of the skin color iredfinger).

Thus in this section the separation of independemponents of skin color spectral image is

shown. It is recommended to use small parts of &kiget certain colors by decreasing the errors.

Brief Summary of Chapter 5
1. Independence of the obtained components was caadirm
2. The hypothesis of Gaussian distribution of the \Was rejected using—Stest.

3. Three independent components as enough numbendtysss of skin were chosen.

4. The symmetrical approach with nonlinearit(y) = y expy”/2) was chosen as the

most suitable estimation method to obtain ICs. Tstatistical methods: ANOVA and

method of comparison of two binomial distributiopbability were applied for that.

5. The facial color spectral image was separatedthmee images by independent component

analysis.
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6 Discussion

Independent components of skin were estimated enthilesis. During the tests and analysis of
results some conclusions were drawn, and they @@igsed in this chapter. The potentials of
future employment of the work direction are veilsaéind can profit to medicine. Interest in this

topic of the competent scientists also justify imgot of the further problem development.

6.1 Related Work

As it was mentioned above Tsumuiaal.[60] have previously proposed a FastiCA methodeb g
independent components of skin. The separated coemp® are synthesized to simulate the various
facial color images by changing the quantitiestef two separated pigments. However, it seems
that their method is only applicable in the casavad skin pigments, melanin and hemoglobin,
whereas most analysis of skin color images purpbhsaying of two and more skin components.
The reason is that they assume that spatial vamiati color in the skin is caused by two pigments.
They claimed that melanin and hemoglobin are predantly found in the epidermal and dermal

layer, respectively as on the schematic model afdruskin.

Air

Epidermis Melanin

Dermis Blood{ Hemoglobin)

Figure 35. Schematic model of human skin with plaamllel epidermal and dermal layers [59].

While this assumption is true for the skin modedytlused, it is not true for the most widely-used
cases in medicine, when even the change of theimsighificant pigment or its quantity could be a
serious illness indication. Tsumuea al. did not consider the algorithm reliability, eithédso in

[60] the facial image taken by HDTV camera is usat each pixel of the color image has three
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channels: red, green, and blue. And an idea ofhtbsis was to apply the Independent component

analysis to multispectral color images with, foamwple, 80 spectral channels.

6.2 Discussion of the Components

During the research work three independent comperarskin were obtained. The quantity of the
components was chosen to simplify the work andptireciple of choice is described in Chapter 5.
It was noticed that all tested images have onelaimaccording to shape, component, which is
present in every set of three components. It esatdemake a conclusion that every skin color
image can be dissimilitude examined, if to fix to@mponent and mixing matrix. This component
could be accepted as a main function and othetpreitent a difference among skin color. But it is
impossible to realize in practice because of ICgodthms feature. Every image’s components are
little bit different from each other, and it is iwgsible to make a conclusion that one skin differs

from another by using the components.

_2 | | | | | | |
0 10 20 al 40 &l B0 0 gl

Figure 36. Independent component.

The cause of the problem is in the ICA algorithmark, which was studied during the tests.
Independent component analysis is a general-puigtasistical model, which can be widely used in
the analysis of skin diseases. A major problemppliaation of ICA is that the reliability of the
estimated IC’s is not known. An ICA method givespecified number of components, but it is not
known which ones are to be taken seriously. As waith statistical method, it is necessary to check
the statistical significance of the estimated congmis. A further problem is that ICA has random
elements. It is impossible to fix the mixing matran algorithm works so that every time creates
randomly a new one. Somewhat different results vodtained at every run of the program; such
kind of work of the algorithm throws often into dasion. As it was mentioned above in Chapter 3,

the FastlICA algorithm, discussing in the thesis, b@sed on minimization of gaussianity
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(maximization of nongaussianity). The problem iatthlgorithm is based on methods related to
gradient descent, and in case of a high-dimensisigglal space, the probability of finding the

global minimum may be very small [28]. There arexeamethods to assess the statistical reliability
of obtained independent components. Thereforeimjsssible to discuss the validating of the ICs

directly in the thesis, but could be discussedinthier works.

6.3 Future Directions

For the simplicity of work, as it was proved in ttheesis, three components are enough for current
study. But in future it will be interesting to cader greater number of components to estimate, and
agree them with existent skin pigments that afé&at color. Also it is necessary to make tests with
different kinds of human skin. Images, analyzedrduthe work at the thesis belong to two types of
people, one Asiatic and few Scandinavian. Analysiother types of skin and skin with skin
diseases or some peculiar pigmentation will enédlmake miscellaneous experiments, to obtain

authentic and actual for medicine results.

6.4 Conclusions

| have carried out immense and interesting worgpactral analysis of skin color images. The aim
of the research work “Analysis of spectral imagéslan for medical application” was to obtain
independent components of skin. The extracted coems were analyzed to according to main
restrictions of the ICA algorithm. During the watkwas found that time, space complexity of ICA
algorithm is high, and it is hard to work with largarts of skin. Because of this, | have selected
small skin areas to be able perform enough tesisder to obtain reasonable amount of data for the
analysis. And research work was carried out withalsreections. For that two algorithms of
partition were studied and implemented. | have gpexl the methods to convert spectral images
into mixture variable and software package for ienpéntation of them. The testing materials were

available with the support of the Color laboratatyhe University of Joensuu.
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Appendices

A. Skin Color Distribution Around the World

Before the mass human migrations of the last 5@0@syelark skin color was
near the equator and light color progressively éased further away, as il

below. In fact, the majority of dark pigmented pleolived within 20° of the equator. Most of the

lighter pigmented people lived in the northern reghere north of 20° latitude.

mostly concentrated
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Such a non-random distribution pattern of humam skilor was predicted by Wilhelm Gloger, a

19th century naturalist. In 1833, he observed hieatvily pigmented animals are to be found mostly

in hot climates where there is intense sunshinewve@sely, those in cold cl

poles commonly have light pigmentation. The rektiwmtensity of solar radiation is largely

responsible for this distribution pattern [10].
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B. Testing Material

B.1 Spectral Images Used in the Thesis

Altogether skin sample images were taken in cabr using ImSpector V8 multispectral camera

(spectrograph) and under the “Daylight 65” (D68)rilination produced by the Light Booth.

In the table B.1 the radiance type spectral imagespresented. Recorded spectrum range is from
380 Nm to 775 Nm (5 Nm for each channel).

Table B.1. Radiance type spectral images of skin.

File name Description Size| Volunteer

Simage_1.matbackside of hand, where contains two mosquito10MB | Chinese
bites (size 100*160*80)

Simage_2.matbackside of hand (size 300*160*80) 30MB Finnish

Simage_3.matmiddle finger with a cut wound near the first jgidMB | Chinese
where the green color shown in RGB image was
caused by light reflection of a green paper nearby

(size 40*160*80)
Simage_4.matlittle finger (size 50*160*80) 5MB | Finnish
Simage_5.matPalm (size 50*160*80) 10MB Russian
daylight.mat | illumination spectrum (size 100*160¥80 1KB | D65
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In the table B.2 the reflectance type spectral fawmes are presented. Recorded spectrum range is

from 380 Nm to 780 Nm (5 Nm for each channel). @iiémages’ size is 130*125*80.

Table B.2. Reflectance type multispectral face imags.

File name Description Size Volunteer
anssi.mat face with the reddening at the nose ared 0,119Mb Finnish
hiroaki.mat | face 10,119Mb Japanese
jouni.mat rosy-cheeked face 10,119Mb, Finnish
juha.mat face 10,119Mb Finnish
kimmo.mat | face 10,119Mb Finnish
lari.mat face 10,119Mb Finnish
laura.mat face 10,119Mb Finnish
markku.mat | face 10,119Mb Finnish
oili.mat face 10,119Mb Finnish
pekka.mat face with the pimple on the nose 10,119MMFinnish
petri.mat face, containing birthmarks 10,119MDb fshn
tuija.mat face 10,119Mb Finnish
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B.2 Catalogue of Tested Images

Here are the images, which were tested during thek wn the thesis. The grey squares mean the

areas selected for the analysis.

Picture B.1. Sample images (part 1).
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Sample M 6

T
.
= M

Sample N 13

Picture B.3. Sample images (part 3).
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C.

ICA _analysis_GUI Program. Interface.

Using the Menu bar the

) ICA_analysi
Menu bar. Fils Help

Radio button
"Part of image" selects Part of image Dadad Image
the Part of image method 1L poirt: (4, 4]

Coordinates of points ROk

Selent R 80

Radio button
"Threshold" selects Threshold
the Threshold method E)

Roint
A coordinate and a value%va"‘ﬂf o
of the threshold 1
Subsarnpling Pal’ameter/
Press Calculate button

to cotplete the methads ‘E‘i——ﬁ
Balcilate

and display results

Main window

Eadio button "Truncate"
allows to cut part of the
spectra to reduce amount of
the components of

—— Truncate

rozture matrix input lines foithgi: Mirc | 400 A
spectrum range Max:'ﬁ nm
setting

O this picture
USEr Can see

a diagram of results

Wirnfow #iees [ | 140

Selett Faint
180

160

0

Spectum,
1

operations Load Image, Save
results, Save diagrams and
Help are acessible.

| RGE picture of the
loaded spectral image

The size of the spectral
| _image is seen from
anes of coordinates

on the picture

04

0.3 -
a__an

500

80

Guide line

alulation dane, You can save the fesul_>

o0 BeD TR 0 B0 | yde line adwises user

1 during the process

Picture C.1. Main window of the program ICA_anadysbUI.

) Loadlmage

Image type:

User marks Reflectance radio button ——¢ Reflectance
to load reflectance type images

User marks Radiance radio button ————¢ Radiance
to load radiance type images.

‘wavelength values of radiance type image:
llimination spectrum file name:

‘wavelength values of illumination spectr

Wavelength values of reflectance type image: I start resolution end

“Wavelength values of reflectance type image: I start resolution: end

User nputs wavelength values in the following format:
start wavelength © resolution | last wavelength

[ start:resclution:end )

[ startresolution:end ]

I start resolution: end

illumination file name

I start resolution: end

L] j¢ | Cancel |

User writes the name of file that
contams an dlummation spectrum
under which was taken the radiance
wnage. In *.mat file an durmnation
should be the first variable

Press OK button to
complete the loading,

User nputs wavelength values for
each type of images
and for dlumination spectrum.

Picture C.2. Loadlmage dialog window.
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D. Preprocessing Operations

D.1  Reconstruction of Independent Components

Here the additional results, which were retrievedirdy the work on the thesis, are presented.
Figures D.1, D.2 show the difference between oalgkin spectra (the diagram in the down-centre
of the figures) and reconstruction of it by the ndigant independent components. The
reconstruction of the significant IC’'s are shown tbe figures from left to right and from up to

bottom. During the test in the same order as iffithee 2, 3, 4, 5, 6, 12, 32, 64 and all independe

components were obtained. As example three diffes@mples from the list of samples were tested.
Here the two samples are shown, the third one nisidered in the chapter 5. Also, in detail, the

process of reconstruction is described in the saein 5.2.

A
o~

Figure D.1. Reconstructions by the significant I€&sus original skin spectra: area 2, sample 2.

70



Figure D.2. Reconstruction of the significant I®@&rsus original skin spectra: area 2, sample 11.

In the tables D.1.—D.3. there are numerical chargstics of the tests are shown. For the test three
different samples were considered from the listsamples (see Appendix A). The samples
represent part of skin, which is indicated as &@aforehead). The differences of reconstruction
by all independent components and significant |&'s presented in the tables. For the test the
following numbers of components were obtained:, 24,3, 6, 12, 32, 64 and all (depends on how
many channel were truncated in order to cut nolsel).the differences the minimal, maximum and
average values are shown; also a standard deviat&sncalculated for difference range, which

gives us a notion of difference behavior.
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Table D.1. Testing of the Sample N1 of the area N2.

Difference of reconstruction of all IC's | Error Differeng&reconstruction of significant ICls Number of
standard| limit, standard | significant
IC's mean max min | deviation o mean max min | deviation IC's
2 0,00478| 0,00977| 0,00217 0,0021p 0,01 0,004Y8 9w 00 0,00217| 0,00215 2
3 0,00456| 0,00919| 0,00215 0,00208 0,01 0,00456 9a®( 0,00215| 0,00208 3
4 0,00445| 0,00891| 0,00215 0,00193 0,01 0,00765 4833 0,00279| 0,00549 2
5 0,00433| 0,00881| 0,00215 0,0018b 0,01 0,00848 3009 0,00280| 0,01146 4
6 0,00422| 0,00748| 0,00213 0,0017b 0,01 0,00721 20®6 0,00301| 0,00746 4
12 0,00361| 0,00632 0,0015( 0,00135 0,01 0,00748 3264 | 0,00152| 0,01548 11
32 | 0,00197| 0,00328| 0,00086 0,00075 0,01 0,00822 4661| 0,00091| 0,02143 30
64 | 0,00085| 0,00148| 0,00072 0,00019 0,01 0,00956 0O7Qu| 0,00107| 0,02163 57
70 | 0,00072| 0,00072| 0,00072 0,00000 0,01 0,00859 01Q3| 0,00237| 0,02029 63
Table D.2. Testing of the Sample N2 of the area N2.
Difference of reconstruction of all IC's | Error Differeng&reconstruction of significant ICls Number of
standard| limit, standard | significant
IC's mean max min | deviation| & mean max min | deviation IC's
2 0,00434| 0,00856| 0,00213 0,00168 0,01 0,00434 86M( 0,00213| 0,00168 2
3 0,00396| 0,00854| 0,00181 0,00184 0,01 0,00396 8640 0,00181| 0,00184 3
4 0,00386| 0,00785| 0,00181 0,00174 0,01 0,00568 9U.pO 0,00187| 0,00173 3
5 0,00378| 0,00690| 0,00181 0,00164 0,01 0,00894 96433 0,00258| 0,01633 3
6 0,00369| 0,00688| 0,00178 0,0015y7 0,01 0,00763 0642 0,00214| 0,01412 5
12 0,00320| 0,00544| 0,00159 0,00115 0,01 0,00782 38@3| 0,00191| 0,01598 10
32 0,00175| 0,00314( 0,00067 0,00072 0,01 0,00751 37@4| 0,00075 0,02060 30
64 | 0,00070| 0,00140{ 0,00051 0,00025 0,01 0,00881 010Z| 0,00056| 0,01822 52
73 | 0,00051| 0,00051| 0,00051 0,00000 0,01 0,00949 92apD| 0,00115 0,02062 61
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Table D.3. Testing of the Sample N11 of the area N2

Difference of reconstruction of significant Numbe
Difference of reconstruction of all IC's IC's r of
standard Error standard | signific
IC's mean max min deviation limit, & mean max min | deviation | antIC's
2 0,00490| 0,00955| 0,0024( 0,00189 0,01 0,0049  6%090,00240 | 0,00189 2
3 0,00480| 0,00869| 0,00239 0,00175 0,01 0,0048 6%9080,00239 | 0,00175 3
4 0,00469| 0,00848| 0,00239 0,00164 0,01 0,00808 70®% 0,00270 | 0,00811 3
5 0,00460| 0,00758| 0,00239 0,00154 0,01 0,0046 6%070,00239 | 0,00154| 5
6 0,00447| 0,00758| 0,00239 0,00153 0,01 0,00447 76®0 0,00239 | 0,00153 6
12 0,00390| 0,00635| 0,00231 0,00121 0,01 0,00096 73@®| 0,00236 | 0,01289 9
32 0,00236| 0,00373| 0,0011¢ 0,00075 0,01 0,00[7763804.| 0,00116 | 0,02041 30
64 0,00123| 0,00183| 0,0010¢ 0,00022 0,01 0,00974 208 | 0,00112 | 0,02208 58
73 0,00104| 0,00104| 0,00104 0,00000 0,01 0,00095 200 | 0,00117 | 0,02602 64
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D.2

Choosing of the Method

Table D.4. Methods’ convergences.

Sample N1 Convergence / Number of launchings
Number of IC's M1 M2 M3 M4 M5 M6
2 10/10| 10/10 | 10/10 | 10/10 | 10/10| 10/10
3 10/10] 10/10 [ 10/10| 9/10 | 10/10| 10/10
4 10/10| 5/10 [ 7/10 | 10/10] 10/10 | 10/10
Sample N2 Convergence / Number of launchings
Number of IC's M1 M2 M3 M4 M5 M6
2 10/10] 10/10 | 10/10 | 10/10 | 10/10| 10/10
3 10/10| 10/10 ( 10/10 | 10/10 | 10/10| 10/10
4 10/10 | 10/10 | 10/10| 10/10 | 10/10 | 10/10
Sample N3 Convergence / Number of launchings
Number of IC's M1 M2 M3 M4 M5 M6
2 10/10] 10/10 ( 10/10 | 10/10 | 10/10| 10/10
3 10/10| 6/10 [ 10/10| 10/10 ] 10/10| 10/10
4 6/10 | 10/10 | 10/10| 10/10 | 10/10 | 10/10
Sample N4 Convergence / Number of launchings
Number of IC's M1 M2 M3 M4 M5 M6
2 10/10| 10/10 | 10/10 | 10/10 | 10/10| 10/10
3 10/10| 10/10 ( 10/10 | 10/10 | 10/10| 10/10
4 1/10 | 9/10 | 10/10| 8/10 | 10/10 | 10/10
Sample N5 Convergence / Number of launchings
Number of IC's M1 M2 M3 M4 M5 M6
2 10/10| 10/10 | 10/10 | 10/10 | 10/10| 10/10
3 10/10| 10/10( 7/10 | 10/10 | 10/10| 10/10
4 8/10 | 10/10 [ 10/10] 10/10 ] 10/10 | 10/10

Sample N6 Convergence / Number of launchings
Number of IC's M1 M2 M3 M4 M5 M6
2 10/10 | 10/10 | 10/10 | 10/10 | 10/10 10/10
3 10/10 | 10/10 | 10/10 | 10/10 | 10/10 10/10
4 10/10| 10/10 | 10/10 | 10/10 | 10/10 10/10
Sample N7 Convergence / Number of launchings
Number of IC's M1 M2 M3 M4 M5 M6
2 10/10| 10/10 | 10/10 | 10/10 | 10/10 10/10
3 10/10| 10/10 | 10/10 | 10/10 | 10/10 10/10
4 10/10| 10/10 | 10/10 | 10/10 | 10/10 10/10
Sample N8 Convergence / Number of launchings
Number of IC's M1 M2 M3 M4 M5 M6
2 10/10 | 10/10 | 10/10 | 10/10 | 10/10 10/10
3 0/10 | 10/10 | 10/10 | 7/10 10/10 2110
4 9/10 | 8/10 | 6/10 0/10 3/10 1/10
Sample N9 Convergence / Number of launchings
Number of IC's M1 M2 M3 M4 M5 M6
2 10/10 | 10/10 | 10/10 | 10/10 | 10/10 10/10
3 10/10 | 10/10 | 10/10 | 10/10 | 10/10 10/10
4 10/10 | 10/10 | 10/10 | 10/10 | 10/10 10/10
Sample N10 Convergence / Number of launchings
Number of IC's M1 M2 M3 M4 M5 M6
2 10/10| 10/10 | 10/10 | 10/10 | 10/10 10/10
3 10/10 | 10/10 | 10/10 | 10/10 | 10/10 10/10
4 0/10 | 8/10 | 9/10 | 10/10 | 10/10 10/10
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D.3 K-S-test

Here is the statisticak—S test is presented. As example, testing of samglefrbim area N5 is
shown. Nongaussianity of 3, 30 and all possible I€% was proved. Each figure includes
information about test parameters. Cumulative ithigtron functions of observed IC’'s and Normal
distribution function (Gaussian) were plotted. TGaussian curve was plotted on the basis of
formulas from [62]. A hypothesis that observedrdisition function is Gaussian was rejected with

significance value 0.05. The theoretical explamatibthe test is shortly given in Chapter 5.
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Figure D.3. K—S-test with 3 IC’s.
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Figure D.5. K—S-test with 77 IC’s
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D.4 ANOVA Test

To compare more than two groups the Analysis ofamae (ANOVA) method is used. The test

uses a test statistic called tifestatistics, if the calculated valuk__is greater than the tabled

calc
value offF;,, the null hypothesis that says, difference betwéem sample means are not

significantly different from each other, is rejett&hortly, the algorithm can be written as follow:

Table D.5. ANOVA algorithm.

1. Record data in columns.

, where N—a number of observation in all

Q %)’
N

2. Compute total sum of squarSS = Z x? -

groups

3. Compute between and then within groups sum of W‘JS% = Z

2 2
X X
0T’
n N
S =SS — S§, where n—a number of observations in a group.

4. Calculate the degrees of freedom: between grcﬁhﬁg,s: number of groups 1, for the total

df; =number of subjects 1, and within groupslf,, = df; —df, .

S - SS
o Ms =

5. Compute the mean squares for eabS, = :
w

6. Compute value foF- : F_. = MS, /MS,,.

7. Find the critical value of~ in the statistic table: critic&t, 4 4 .
Jdfy, ,diyy

8. Determine whethel is significant: if F_,,. > F_;, the null hypothesis is rejected.

The advantage of the ANOVA test is that it tests difference between the means of two or more
groups. It can be used with any number of datg seterded from any process. The data sets need
not be equal in size. Data sets suitable for ANO3&k be as small as three or four numbers, to

infinitely large sets of numbers. The following ledbare the results of ANOVA test implemented in

Excel program. Test was applied to 3, 4 and allpements. The main important values &fg,,

andF_, , theirs’ comparison gives the test result. Assitseen from the tables D.6 — D.11,

Feaic < Feit = Fogs 554+ SO the hypothesisl, @ 1, =...= lg = p can not be rejected at significant

level @ = 005. The other values in the tables are calculatethéylgorithm. Ap -value is a type-
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1 error, explaining in the Paragraph 5.1, showd tha probability of rejecting of the right

hypothesis is high for all three cases.

1. For 3ICs Table D.6. SUMMARY
Groups Count Sum Average | Variance
M1 10 90 9 10
M2 10 96 9.6 1.6
M3 10 97 9.7 0.9
M4 10 96 9.6 0.933333
M5 10 100 10 0
M6 10 92 9.2 6.4
Table D.7. ANOVA
Source of Variation SS df MS F calc p-value F crit
Between groups 6.483333 |5 1.296667 ]0.392269 |0.851994 |2.386066
Within groups 178.5 54 3.305556
Total 184.9833 |59
2.For4ICs Table D.8. SUMMARY
Groups Count Sum Average | Variance
M1 10 74 7.4 14.93333
M2 10 90 9 2.666667
M3 10 92 9.2 2.177778
M4 10 88 8.8 9.955556
M5 10 93 9.3 4.9
M6 10 91 9.1 8.1
Table D.9. ANOVA
Source of Variation SS df MS F calc p-value F crit
Between groups 25 5 5 0.702028 |0.624334 |2.386066
Within groups 384.6 54 7.122222
Total 409.6 59
3. For all Table D.10. SUMMARY
Groups Count Sum Average | Variance
M1 10 164 16.4 21.37778
M2 10 186 18.6 3.377778
M3 10 189 18.9 2.544444
M4 10 184 18.4 16.48889
M5 10 193 19.3 4.9
M6 10 183 18.3 28.9
Table D.11. ANOVA
Source of Variation SS df MS F calc p-value F crit
Between groups 50.68333 |5 10.13667 |0.783875 |0.56579 |2.386066
Within groups 698.3 54 12.93148
Total 748.9833 |59
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D.5 Probability Comparison Method of Two Binomial D istributions

Let perform n =100 tests in every populations, methodZonvergene is observedm(M,)

times, therefore the relative frequency [41] ofwcence of event in each population:
w, (Convergene) =m /n.
At significance levela = 005 , accepted in medicine, the hypothesig : p; = p; = p that

probabilities of convergence for both methods ayeatis checked. The competing hypothesizes

areH,:p >p; andH,:p <p,.
Rule 1 At the competing hypothesizéd, : p, > p; the following criterions are carried out:

By the data, competing hypothesis is right-sidaf theans, the critical point must be found using

Laplace table and equatiof® (U, ) = 1—2a)/2 .

- IfU the hypothesi ;is accepted.

observed < ucritical

- IfU > U,ica the hypothesidH  is rejected.

observed

Rule 2 At the competing hypothesizéd, : p, < p; the following criterions are carried out:

The critical point must be found as in the Ruleafd then border of the left-side critical area is

- _ucritical .

supposed to besritcal

- IfU the hypothesid , is accepted.

observed > _ucritical

- IfU < —U,ica the hypothesid is rejected.

observed
The criterion to check of null hypothesis is
M;/n, =M /n,
U= :
Jp(l— p)A/n +1/n))

where the unknown probability can be changed byt filadihood estimate:

p'=(m +m)/(n +n;)
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