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Abstract

The thesis is dedicated to processing of map imdgesmproved filtering and
compression. The main purpose of the study is #weldping of optimized algorithms
taking the properties of map imagery into accowntifnproving performance of map
processing techniques. The research consists afn@yor areas.

The first topic is layer-wise enhancement and casgion of map images. Firstly
we propose binary morphological restoration techaitpr semantic layers of the map.
The proposed technique reconstructs layers comdupyecolor overlapping and allows
achieving better map image compression. Secondéy,study bit plane separation,
predictive modeling and highly optimized contextdeling for compression of natural
and palette images. Extensive evaluation of stahdad novel compression techniques
is presented.

The second part of the thesis is dedicated to gotriee modeling for filtering and
compression of map images. Firstly, we propose rgéimed context tree based
statistical filter for map images. The filter usesiable-size local probability estimator
for effective detection of statistical inconsistescand preserving the detailed areas of
the image. Secondly, we propose the using of opéthiree tree modeling and better
color quantization for recently proposed progressigssy-to-lossless compression
algorithm. The new algorithm provides better compren and quality of the lossy
progression. Thirdly, we propose a novel scheméof&sy compression of scanned map
images based on color quantization and generatbedext tree modeling. The new
approach provides better lossy performance in seihsempression-quality tradeoff.

Keywords: Map images, lossless compression, lossy compresgioconstruction,
filtering, context tree, bit plane separation, neatlatical morphology.






Acknowledgments

The work presented in this thesis was carried out ...
Joensuu, December 2007

Alexey Podlasov



List of original publications

P1. Podlasov A., Ageenko E., Franti P., Morphologieatonstruction of semantic
layers in map imagedournal of Electronic Imagingl5(1), 013016, January—March
2006.

P2. Podlasov A., Franti P., Lossless image compressebit-plane separation and
multi-layer context tree modelinglournal of Electronic Imaging15(4), 043009,
October—December 2006.

P3. Podlasov A., Franti P., Merge-based color quatitimaand context tree
modeling for compression of color-quantized image$£EE International
Conference on Image Processing (ICIP’O8)lanta, Georgia, USA, pp. 2277-2280,
October 2006.

P4. Podlasov A., Kopylov P., Franti P., Statisticdtefing of raster map images
using a context tree modédht. Conf. Signal-lmage Technology & Internet-based
Systems (IEEE-SITIS'Q@hanghai, China, December 2007. (to appear).

P5. Podlasov A., Kolesnikov A, Franti P., Lossy congsien of scanned map

images, 17" International Conference on Computer Graphics aNfision
(Graphicon’07) Moscow, Russia, pp. 79-83, June 2007.

\Y



Contents

1 Introduction

2 | mage compression
2.1 Lossless compression algorithms
2.2 Context modeling
2.3 Context tree modeling
2.4 Lossy compression algorithms
2.4.1 Existing methods
2.4.2 Lossy-to-Lossless approach
2.4.3 Lossy compression by color quantizatiogn @CT modeling

3 Imagefiltering
3.1 Existing algorithms
3.2 GCT filtering

4 L ayerwise processing

4.1 Morphological reconstruction of semantic layer
4.2 Compression of gray-scale images

4.3 Progressive compression via binary layers

5 Summary of the publications
6 Conclusions

7 Futurework

8 Summary of theresults

References

Vi

14
14
16

18

18
19
21

22

24

25

26

28



1 Introduction

The use ofGeographical Information Systen(&IS) to provide users with digital
navigation information is widespread and becomingremand more popular.
Examples of this are the personal car navigatorRIDA-based digital topographic
map for foresters, geologists and enginedgsaially the architecture of such systems
does not depend on the application area. A tymgaimple is a system where the
user’'s coordinates are obtained via a satellitatipogig service, such a&lobal
Positioning SystentiGPS), and geographical information about the curi@cation

is obtained from a local or remote map database.

Map images in a database can be stored in twoipailh different formats:
vector and raster. The vector format assumes that the map is stased set of
geometrical primitives (lines, symbols, curves,ttiegs) describing the image
content. Each primitive is described by a set glineed parameters. For example, a
straight line segment is described by four real Ineirs defining the end points. In
order to be displayed, the data must be projected plane with the desired scale
and rotation, and then drawn on the screen of liemtcdevice. However, some
geographical data is still unavailable in vectornip and the only sources are
traditional maps printed on paper sheets. Althowughtorization is an actively
developing technology [1][2], a universal non-swexd vectorization algorithm
still does not exist. It is often too expensivenbanually convert such data into
vector format, and therefore storage in raster &rcan be a better solution.

Raster format assumes that the image is storednaarray of values that
represents the rectangular matrix of pixels forming picture. Depending on the
application, the storage of one pixel requires bibéor binary images, one byte for
gray-scale or indexed images, three bytes fordalar, and even more in the case of
a multi-spectral image. A natural advantage oferasbrmat is that it does not
require any additional processing for displaying timage. The image can be
represented immediately after the data is receiyedypical way of combining
vector and raster format in the same system iséotlie global database stored data
as vectors and provide the user with a raster in@geerted from the vector
original to represent the area needed.

The main drawback is that raster data is not flexithen some transformation
of the image is needed. For example, zooming, iootand projection of the image
iIs impossible without degradation. The storage sigeded is also a problem. In
contrast to vectors, raster images store all piethe line instead of coordinates of
the corresponding segment. In the case of geogralpimaps, the size of digitized

1



images can be huge. For example, in maps iational Land Survey of Finland

(NLS) topographic database [3], a single map sbe&0x10 knd 1:20,000 scale is

represented by a single image of 50005000 pixéig;h requires about 70 Mbytes
of memory to be stored. Another example is a mafdo$ize scanned with 300 dpi
in true color, which results in 2500x3500 pixel gearequiring about 25 Mbytes.
The necessity for image compression is obviousesimore efficient storage space
utilization as well as faster map transmissioneeded to make digital navigation
services more usable, reliable and cheaper.

Features that are distinctive for map images canhagacterized as follows. A
map image contains only a few unique colors; iresaghere the image is converted
from a vector source the number of colors raretyngr higher than several tens. A
map image also contains a lot of uniform areasessgnting particular regions like
water, forests or background. The areas of the anapusually distinctly separated
from each other. This makes a map image which om&harp and easily localized
edges. Smooth gradation is rarely present in magés. A typical map contains
thin details and symbols, the presence of whigtitéd for the semantics of the map.
Features of map images are illustrated in Figure 1.
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Figure 1. Features of a map image.

In addition to raster maps, which are convertednfneector databases, there is
another class of scanned map images. These imagegr@duced by digitizing
printed paper maps. Scanned map imagery uninteityooombines the properties
of natural imagery and converted raster maps. Edgdsdetails on a scanned map
are smooth since the image is acquired with a phiysensor of the scanner.
Besides this, a scanned map image may have spatiatns such as dithering. The



number of paints available in typography is limitaad color gradation is usually
represented as a pattern of color dots. Thesetstascare acquired by a scanner and
appear in the scanned map image. Typical featurescanned map images are
illustrated in Figure 2.
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Figure 2. Features in a scanned map image.

A typical scanned map can contain hundreds of #wds of unique colors in
contrast to the converted maps that contain onfgwa Though these colors are
visually grouped around the original colors in tfistribution in the color space,
they are far from being easily clustered. A viseghmple is presented in Figure 3
where the color distribution for a sample scanneg nmage in L*a*b* [4] color
space is illustrated. One can see that the disipibaloes not contain clear centroids.
For example, the water pixels, which are supposdzktgrouped around a dominant
blue color, are actually a mix of blue and whiteuds due to the dithering effects.
The same holds for the yellow fields. For the whimlege this effect makes the
distribution uniformly spread.

We consider map imagery as a class of images watinctive properties
separating them from photographic, computer geedrat other classes of images.
Digital map images (both scanned and convertedwadely used among a great
variety of users worldwide. However, general pugpadgorithms rarely take the
properties of this kind of imagery into accounteTwork in this thesis is motivated
by the fact that better understanding of the priogeiof map images together with
designing and optimization of algorithms exploititigese features can make map
image processing and compression algorithms mdiceesit.
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Figure 3. Distribution of colors in a sample scanned mapgenia L*a*b* color space

This thesis is aimed at two specific topics. Thetftopic of the thesis is layer-
wise map image processing for reconstruction anehpcession. In papePl,
lossless compression is improved by trying to retoict the semantic layers of the
map. In papelP2, bit plane separation and binary context-basedpcession of
natural and palette images are studied.

The second topic is dedicated to context tree (@®ddleling. In papeP3, we
apply highly optimized CT modeling for the progigss lossy-to-lossless
compression of map images. In papdr we propose a CT filter for improving the
quality of noisy map images. In papEb, we generalize the method for lossy
compression of scanned maps.



2 | mage compression

Compression algorithms can be separated into tvssek:losslessand lossy
algorithms [5][6][7]. Lossless compression assuthasthe data before and after the
compression-decompression process is eqealhno loss of information occurs. In
contrast, lossy compression makes no such assumgtial allows distortion to
happen. This is essential in those situations wheree degradation of the data is
tolerable for the benefit of better compressioncefhcy. The algorithms of the first
type (lossless) are used in applications wheranmédion loss is not acceptabéeg.
compression of text, programs and executable dodenage compression, lossless
compression can be used for compression of menliages, engineering drawings
and circuits The algorithms of the second type (lossy) areia@gph photographic
image, audio and video compression because mimgpadation can be tolerated if it
is visually not perceptible, and because losslesthoads alone are inefficient for this
type of data.

2.1 Losslesscompression algorithms

Images as a class can be of very different natates;tures and contents. Therefore,
any successful compression technique is usuallyptadato be applied on a
particular type of images. Lossless image comprasaigorithms can be organized
into three groupscontinuous-tonediscrete-toneand universal algorithms. The
compression algorithms referred as continuous-tanee optimized to perform on
natural imagery,usually photographic or other types of images iabth with a
physical sensor. Discrete-tone algorithms are desigo perform on other types of
images that contain fewer colors and less gradatieth more sharp edges and
uniform areas. Images of this type are mostly ofadificial nature such as web
graphics, engineering drawings, maps and circultkiversal compression
algorithms are usually applied when the type ofdae is not predefined.

Popular universal compression techniques are basedrious adaptations of a
classical dictionary-based LZ77 or LZ78 [13][14]gatithm. For example,
CompuServesraphics Interchange FormdGIF) [8], which is widely used for the
compression of palette images, uses LZC [9] impmox@t of LZW [10]. The
Portable Network Graphic{PNG) algorithm [11], which was proposed as the
replacement for the relatively old GIF usB&FLATE [12] algorithm. It uses a
combination of LZ77 [13] andHuffman coding[15]. ThelTU Group 4algorithm
[16] incorporated inTagged Image File FormafTIFF) [17] uses simple data
compression techniques based on run-length cogirgix coding and differential
relative address designatREAD) coding to utilize line to line correlations.
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However, universal compression algorithms suffermfithe one-dimensional nature
of the method, and thus present relatively low casgion efficiency.

A natural way to increase the efficiency of the poession algorithm is to
optimize the compressor for the particular classinodges. This approach was
realized inJoint Bi-Level Image Experts GroypBIG) [18], which is an algorithm
optimized for bi-level images containing pixels wio types: background and
foreground. As originally proposed in [21][22], tledgorithm is based on local
probability estimation via context modeling follogdvéy an arithmetic coding [19]
performed by so called Q-Coder [20]. The JBIG staddwas then expanded by
JBIG2 [23][24].

Popular examples of lossless continuous-tone caapre are CALIC and
JPEG-LS .Context-based adaptive lossless image compre$€iAhlC) [25][26] is
based ongradient-adjusted predictiofGAP), which is adjusted via an error
feedback loop. The residue of the predictor is aaycoded based on eight
estimated conditional probabilities in eight di#fat contexts. JPEG-LS [27] is
based orLow Complexity Lossless Compression for Imgg€xCO-1) [28], which
is also based on context-adaptive prediction anaptace Golomb-Rice coding
[29][30].

Discrete-tone images are of a different nature amdliction-based techniques
usually fail to present high compression efficiendpiscrete-tone oriented
compressors exploit different ways of removing teelundancy. For example,
Piecewise-Constant Image Mod@&WC) compression algorithm [31] uses a two
pass model to capture the characteristics of aatestone image. During the first
pass, boundaries between constant color areaseseetell. The second pass then
determines the color of the area. Encoding is peréd in an object-oriented
manner using the so call@¥WC languageonsisting of four decision possibilities.

Embedded Image-Domain Adaptive Compres$EEIDAC) [32] compresses an
input image as a sequence of bit planes startomg the most significant to the least
significant bits allowing a progressive transmissi€oding is performed by inter-
layer context modeling and an adaptive binary arétic coder providing high
compression efficiency.

2.2 Context modeling

Context modeling is a well known tool which is wigleised in image compression
[22]. The main idea is to estimate the probabdisstribution of symbols in the input

data using the knowledge of the context in whighuhknown symbol appears. This
concept is effective when there are statisticakeddpncies in the data, which holds
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true for most of the images. Usually, the encodathers the statistics of pixel
occurrences taking the configuration of the alrepdycessed neighboring pixels
into account. Using this information, variable léngode words are assigned to
pixels so that shorter codes are assigned to mot&ple pixels and vice versa.

We refer to a configuration of positions of neighbg pixels as acontext
template i.e. the context template defines the shape of thehbeidnood to be
examined. The choice of the context template ierdg&d for the compression
performance. We refer a configuration of pixel wsun the neighborhood as a
context The principles of context-based probability estilon are easy to illustrate
for a binary case when only back- or foregrouncelsibare possible in the image.
Sample 10-pixel context template used in JBIG casfion standard [18], and
sample contexts for a binary and four-color imaggether with the corresponding
probabilities are shown in Figure 4.
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Figure 4. A sample 10-pixel contest template (left); a bynhd-pixel context with the
corresponding probability distribution (middle)faur-color 10-pixel context (right)
with the corresponding probability distribution.

When using large context modeling, its extensivemory consumption is a
major problem. With any increase of the context pdlete size the number of
possible contexts grows exponentially; for Blpixel context there can be2
contexts in total. In a binary case, one must keepcounters for each context to
track the probability distribution. Though this nben is reasonable fd¥=10, any
further increase of the model size is problemdtar.K number of colors is possible
in the image, the number of possible contexts sais&™ making the storage df
counters for each context impossible.

Another problem with context modeling ntext dilution[66]. Usually, a
bigger context allows more accurate estimationhef probabilities. However, at
some point the improvement will stop and furthecré@ase becomes counter
productive. Since the image is restricted by dimgger contexts tend not to appear



frequently enough to make an accurate estimateegbtobability. Wrong estimation
causes deterioration of the compression efficiency.

Both problems are usually overcome by considecimgtext tregCT) modeling
[22]. The idea behind CT is that although the nunddepossible contexts is huge,
the number of contexts actually appearing in argena upper limited by the size of
the image. Therefore, if memory is allocated omly really appearing contexts, the
reliable estimation of the pixel probabilities bews possible.

2.3 Context tree modeling

The storage of pixel counters in CT is organized inee structure, see Figure 5.
The nodes of the tree represent the contexts appgeir the image. Symbol ‘x’
denotes the unknown pixel within the particular teah The statistics.e. the
counters represent how many times the unknown ppg@eared as a particular
color. In case of binary image, two counters areded:N,, represents the number
of white pixels which appeared, aNd represents the number of black pixels.

The positions of the context pixels in the contexnplate are arranged in a
predefined order; that is, the construction of tifee starts from the root. For every
pixel of the image, the algorithm sequentially ekans its neighbors according to
the defined context template. If the first pixeltbé template appears as white, the
transition to the left child node is made; othernike right transition is made. The
process continues recursively: the algorithm exasiithe second neighbor position
in a template and makes the transition to the lessl of the tree corresponding to
the value of the next context pixel. With everyns@ion from node to node, the
algorithm updates the pixel counters accordinghéovalue of the current (unknown
pixel). In cases where the current transition dussexist, the necessary node of the
tree is created dynamically. Accordingly, only nsedeorresponding to existing
contexts are created in the tree and no memoryaisted for non-existing pixel
combinations.

In order to prevent context dilution problem theesof the model used must be
restricted. In context modeling this is usually ddsy using acontext quantization
approach [67], which in context tree modeling isially referred adree pruning
The simplest way is to require that every node d¢takiren only if the code size
provided by the children is less than the one mpledi by their parent. This
guarantees that all surplus nodes of the tree bdllpruned and the undesired
increase of the context model will be prevented.wkler, this greedy-style
approach does not provide the optimal performamceraore sophisticated pruning
algorithms can be found in literature [68][72][73].



Root Context template

N, =400 m N,=10
Ng=100 Nz=800

X X
N, =375 N,=25
@ X Ng=3 X Ng=97
N, =20 N, =5
Ng=7 X X Ng=70

Figure 5. Construction of binary context tree

Although context tree modeling is not restrictecbioary images, the usage of a
more general approach when there are more thacdiees are possible is restricted
by the resource allocation problems. The principleconstructing ageneralized

| context tree(GCT) as proposed in [72] is illustrated kigure 6 In contrast to the
binary case, the nodes of the tree have more tharchildren. Potentially there are
as many children as there are colors in the im&yery node must track the
appearance counters for all possible colors. Pguisiralso more complicated in the
generalized case. Fét children, there are*2pruning configurations and each can
provide different code size. The selection of thptibal combination by a full
search is extremely slow and therefore impracticalGCT, sub-optimal pruning by
a steepest descent seam@lgorithm was considered for solving the pruninghbem
in a reasonable time, and still providing perforc@nlose to the optimum.

Root

N,=400
N,=58
Ng=24
N30

Children

N,=112
N,=27
N,=0

" N,=20

Figure 6. Construction of the generalized context tree



The order of pixel positions in a context templat@lso essential and can be a
subject of optimization. A solution for the CT modae calledFree Treg[73] and it
has been considered both for binary images [70]fandray-scale [72]. It provides
better compression performance in comparing toaticsbrder CT [68]. Sample
contexts optimized by free tree are illustrate&igure 7

Figure7. Two sample free tree contexts.

2.4 Lossy compression algorithms

Most popular lossy algorithms are used for compoesef photographic imagery
since the nature of the human eye’s perceptiorwallgignificant reduction of
information in the image without any subjectivedad quality. However, in some
applications the properties of the input imageny s@nificantly differ from natural
photography, thus requiring different compressiaongyles to be applied.

2.4.1 Existing methods

The classical examples of popular lossy compressilgorithms areJoint
Photographic Expert GrougJPEG) [33] and a more recent standard JPEG2000
[34]. These algorithms are based on image transfodmscrete cosine transform
(DCT) [35] for JPEG andvavelet transform36] for JPEG2000. The transform
coefficients are rounded and quantized causinggbdass of information. These
algorithms are optimized for compression of phaaphic images, which are mostly
used in computer industry. There are also transtomsed algorithms optimized for
different tasks such a¥nhanced Compression Wavele(ECW) [37] and
Multiresolution Seamless Image Databa@drSID) [38]. These are commercial
solutions for the compression of aerial and s#tejihotos. DCT and especially
wavelet based algorithms present excellent comimressfficiency in terms of
compressionvs. degradation tradeoff for the class of images whicby were
optimized to.

DjVu [39] algorithm was proposed for lossy compressof scanned imagery
containing text and line drawings, especially semhhooks. The algorithm utilizes
the fact that scanned images of that type contdot af sharp edges and details,
which are difficult to represent by DCT or wavelelghe algorithm therefore
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separates the image into two parts: text and backgk, and applies different
compressors for each. Binary context-based algoriiB2 is a variant of variant of
the JBIG2 [23] standard and is applied for texte Tow resolution wavelet-based
IW44 is proposed to compress the background.

Lossy predictive coding also used for the so calledar-lossless compression
when the degree of imposed degradation is limitedsy predictive coding assumes
that the prediction error is not encoded precidmly quantized, thereby causing
minor errors when the image sample is reconstructdis technique is used in
JPEG-LS [27] near-lossless mode, for example.

Quantization of signal can also be seen as an aplprof lossy compression
[40]. Reducing the number of unique colors (or gsagle gradations) in the image
imposes distortion, and at the same time, reduwesnformational content of the
image, thus improving its compressibility. For exde the GIF standard operates
only on indexed palette images requiring quantiziotprs to a predefined palette
(typically 256-color) before the compression. Thapact of quantization on
compression efficiency has been studied in seypaaérs [41][42][43].

2.4.2 Lossy-to-Lossless approach

In some applications, it is not necessary to tem#ie whole image data in one
continuous transmission. It is often more importarhave a schematic thumbnail of
the image faster than the whole image. This reqerg is typical for browsing and
retrieval applications in restricted bandwidth sw@mtting channels, when one must
decide whether the acquired image is relevantdattery.

This task is usually solved by designing the corsgion algorithm in a way
allowing lossy-to-lossless (progressive) decompresdid4|[44]. The image is
decompressed step-by-step so that the most impgotnh of the information is
decompressed first. Each step then updates thdidallg giving the exact lossless
reproduction of the image. An importance criten®unisually defined by minimizing
the mean squared erro(MSE) distance from the partially reconstructed gamdo
the original. An example of progressive reconstaucis given in Figure 8 where
JPEG quality progression is illustrated. Progressiecompression is a popular
feature of existing compression standards suctBES [1L8], JPEG [33], JPEG2000
[34], GIF [8] and PNG [11].
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10% 50%

Figure 8. Sample JPEG quality progression.

2.4.3 Lossy compression by color quantization and GCT modeling

The class of scanned raster map images is commoséd in navigational
applications in cases when vector map is not avallaScanned map image
combines the properties of two classes: natural artdicial imagery. They
originally contain only a few colors, sharp edgesl asmall details. After the
scanning, however, this image is corrupted by nogesed by the acquisition sensor
imposing blurring and other inconsistencies. Thaesf neither traditional lossy
image compression algorithms like JPEG and JPEG2000 lossless image
compression techniques like PNG are well suitedéanned maps.

Paper-printed map

\A\

Y \
Scanned original
699225 colors

. < 2.Quantization

‘“\_\\‘\
N\
Quantized image
256 colors
3. Compression

Figure 9. Overall scheme of the proposed lossy compressidmique.
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In P5, we propose an algorithm for lossy map image cosgwe based on
Median Cut[71] color quantization and generalized contegetmodeling (GCT)
[72]; see Figure 9 for the overall scheme. Sammpsesenting the quality provided
by the proposed technique are presented in Figur&éHe upper row represents 0.72
bit per pixel compression results, and the artffaahd blurring imposed by
JPEG2000 along the edges are clearly seen. Thespomding image provided by
the proposed algorithm is free from these artifadise lower row represents a
higher quality level for the proposed techniquengsR56 colors. Although any
difference with JPEG2000 is hardly visible, the emltive measurement shows an
advantage of the proposed algorithm. In generakenwvbomparing images at a
similar objective quality level the proposed algfum provides up to 50% better
compression efficiency than JPEG2000.

Proposed

Sl B '|1'r'- I.'-. ;

0.72 bpp / MSE = 3.85
32 colors

S R R .-I-, .I-_ _.|'-. I
1.77 bpp / MSE = 1.72
256 colors

Figure 10. Visual comparison of JPEG2000 and the proposexy losmpression
algorithms.
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3 Imagefiltering

Image filtering aims at reconstructing the origimaage before degradation [45][46]
[47][48]. As a rule, the reconstruction involvesraerion for measuring the quality
of the desired result. There are two principallifedent approaches for the quality
measuremenbbjectiveandsubjective Objective quality measurement assumes that
it is possible to establish an objective metrice Thost common examples of these
metrics are MSE anpleak signal-to-noise ratiPSNR). The objective measurement
measures a ‘distance’ between the original imagetha result of reconstruction.
This is possible when the original image is avdddbr measurement, which is not
always the case.

Another approach is subjective quality estimationthe case when the uncorrupted
image is not available, one can estimate the r&sbor quality by subjective
observations of the reconstructed image. This ambras less analytical than the
first one and, therefore, less popular. Besidesdwlireabove mentioned approaches,
different performance evaluation methods can bé&nddf For example, i?1l we
use image compressibility as a quality evaluatidtergon.

3.1 Existing algorithms

Linear filtering is an approach widely used since the beginnintp@ftcomputer
era. The filter replaces a pixel with a linear camalion of its neighbors combining
the simplicity of implementation with robustnessv/arious tasks from smoothing to
edge detection. Linear filters, however, are notl waited for filtering of map
images since the imposed smoothing is not (alwagirable. Linear filters
homogeneously process all pixels, which is anotirawback for a filtering of
images consisting of complex structures.

Later, a great variety of more genemabn-linear filtering algorithms were
considered. In the early sixties, the investigatiofh Matheron and Serra led to a
new quantitative approach in image analysis, novwowkn as mathematical
morphology [49][50][51]. The central idea of mathematical mioofpgy is to
examine the geometrical structure of an image biclnirag it with small patterns at
various locations in the image. By varying the sarel the shape of the matching
pattern, calledstructuring elementone can obtain useful information about the
shape of the different parts of the image and timtarrelations. Flexibility of the
concept allows various filters to be designed [b2][54][55]. Mathematical
morphology is widely applied in various disciplinesch as mineralogy, medical
diagnostics, machine vision, pattern recognitioanglometry and others [56].
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There exists a great variety of heuristical fibgriapproaches, which exploit
knowledge about the noise. For example, edge prieggiilters are trying to smooth
uniform areas while keeping the edges untouched @nthe most popular edge
preserving filtering methods igctor median filte(VM) [57], which is a non-linear
operator. The filter replaces the current pixelueawith a value calledrector
mediandefined in a local neighborhood. An attempt to gles filter that would be
invariant to the features of the particular imageswnade in [58]. The filter is called
rank-conditioned vector median filter adaptive vector median filtd AVM), and it
uses noise detector before applying VM. An overvigwveighted median filters
can be found in [59].

Noisy image

VM

AVM

Cco

PGA

Figure 11. Application of vector median (VM), adaptive vectoedian (AVM),
morphological Close-Open (CO) and peer-group arsfifers to sample map images.
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ClassicalKuwahara filter[60] examines the neighborhood for a sub-regiath wi
the smallest variance and replaces the current piite the mean of the region. A
similar approach is used kpeer group analysigPGA) [61], which is an edge-
preserving smoothing technique based on findingoag of pixels similar to the
current one in a local neighborhood. When suclhoamis found, the current pixel is
replaced with the average of the group. Statistioah-linear filters use local
probability estimation for noise detection and eotion. A gain-loss filter was
proposed in [62] for improving the compression ofdby images. Various vector-
based filters are discussed in [63] and [64]. Aggilon of selected VM, AVM,
morphologicalClose-Oper{CO), and PGA filters is illustrated in Figure 11.

3.2 GCT filtering

Map images are typically highly structured. Thetgrais are usually clearly defined
and commonly repeated in the image. This makesegbritee modelling an

effective tool for statistical analysis and protegsConsider a map image which is
slightly corrupted by impulsive or content-depertdeaise. Bycontent-dependent

noise, we assume that the corruption occurs atbtivders of the objects. The
presence of noise corrupts the statistical consgt@f the image and, therefore,
statistical analysis is an appropriate tool forseailletection and removal.

> >

> >

[ ] ]
| [X]
[ [ ]

|
(x] |

[ |
E‘ ‘ Context A | | Context B ‘

Figure 12. Principles of context-based filter.

In P4, we propose a statistical context tree based fittemap images basing on
the preliminary works published earlier [62][65]hd filter analyzes statistical
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distribution of the colors within a local neighbodd using a generalized context
tree model. Pixels are considered as noisy if th@mnditional probability falls below
a predefined threshold. The size of the neighbathisodynamically adapted via
using a tree pruning technique. The principle efalgorithm is illustrated in Figure
12, where two 3x3 contexts A and B are presente@. €an see that black is much
less probable than white in the context A, and vieesa; white is less probable than
black in the context B. By replacing noisy pixelg the most probable ones, the
filter is able to reconstruct the initial structwkthe image. The proposed filtering is
very sensitive to the original structure of the gmand the amount of the corruption
imposed is rather small. Sample corrupted and stoacted images are presented in
Figure 13.

Content-dependent noise Impulsive noise

Noisy

Reconstructed

Figure 13. Sample noisy and reconstructed images.
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4 Layerwise processing

There is a class of images consisting of a setiradrp layers Maps are a typical
example of this kind of images since it consists@antic layersbinary images
representing geographical objects of similar natmd depicted with a particular
color. For example forests are depicted in greehcare can extract all green regions
of the image into a binary image (a forest laysee an example of layered image in
Figure 14. In an atlas map, colors can represgnéat variety of parameters such as
density of population, pollution and temperaturét. fdane separation is another
example of the layer decomposition approach. Geajesmage can be decomposed
into a set of binary layers according to the bitsaxh pixel value.

Figure 14. lllustration of a multilayer map image from the Sltopographic database

[3].

If there is a strong correlation between layergaih be utilized to improve the
performance of the compression, filtering, or otipeocessing algorithms. This
correlation certainly exists in map images betw#ezir semantic layers [69]. In
[70], inter-layer correlation was used to improwe fperformance of a two-layer
context-based lossless compressor. This motivatestou research layerwise
processing of map and gray scale images for impgpthe performance of lossless
compression algorithms.

4.1 Morphological reconstruction of semantic layers

When producing a raster map image, map layers ftéreint semantic nature are
combined together overlapping each other in a fhireetk order. This image is well

suited for user observation but less appropriatéuidher processing since the layer
structure has been corrupted when the raster mageiiwas produced. The problem
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is that the overlapping introduces severe artifacigdaces where the information on
different layers overlap each other; see Figureupper row. The holes on the face
of the lake left by the overlapping letters areit¢gpexamples of the artifacts. The
presence of these artifacts degrades the compitigsilh the color map image, in
comparison to the situation when the original sdrodayers were available.
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Figure 15. Semantic map layers: corrupted layers due todhe separation (upper
row); reconstructed with the proposed algorithmvéo row).

This led us to develop an algorithm for reconstoncof the corrupted layers of
map images. The algorithm proposedPihapproximates the original layer structure
existing before the color combination by repairthg corrupted layers as close to
the original ones as possible. Since the convemrdster map images are usually
compressed by a lossless algorithm, we requirethietcolor combination of the
reconstructed layers must be equal to the origimalteived raster map image.

The results of the proposed reconstruction teclenaye presented in Figure 15.
The removal of overlapping artifacts provides 3@4bMetter compression on
standalone layers, and 5-10% better compressilidityi-layer map images without
any loss of quality. Besides that, the proposefrtiegie can be used for the removal
of unnecessary layers from the map.

4.2 Compression of gray scale images

Other types of images can also be treated as lkhyar@ges via the use of bit plane
separation. This assigns one bit from the bingpyagentation of the pixel value into
each bi-level layer, thus losslessly separatinggray scale image into eight layers.
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The overall scheme of this approach is shown imurfeéid 6. In the case where there
is a correlation between the bit layers, it is guesto utilize this to gain better
compression efficiency. For example, in context eliog), involving neighboring
pixels from already processed binary images camamgthe probability estimation
and, therefore, the compression. Among the existmglementations we can
mention EIDAC [32] lossless compression algorithwiiich uses a binary multi-
layer context model that operates on bit-layerthefimage using both the actual bit
values and their differential characteristics asitext information. Two-layer
context modeling with optimization of the orderlayer processing was considered
in [70].
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Figure 16. The overall scheme of bit-plane-based compression.

In P2, we study how well the bit-plane-based approachveark on natural and
palette images. We consider four different bit plaseparation schemes:
straightforward bit plane separation, Gray-codetl gidane separation, bit plane
separation of prediction errors and separation mafy&oded prediction errors. We
use the highly optimized MCT context modeling mekHor lossless compression
and, furthermore, extend the two-layer MCT mode&tmulti-layer context model
for better utilization of cross-layer dependencid&s. general, any previously
compressed layer can be used to provide the camatekiformation for the next
layer being compressed. An example of a multi-laygighborhood used iR2 is
presented in Figure 17. We extensively evaluateptiposed combinations of the
different bit plane separation and context modeBogemes, by applying them to
natural and palette images. The efficiency of titeplane-based compression is
compared to the existing compressors. Moreover, tlependency of the
compression on the image content is studied by hmadéhe transition between
natural and palette image classes.
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Current Layer

Already processed layer 2

Figure 17. A sample multi-layer context template.

4.3 Progressive compression via binary layers

Binary context modeling is also used for progressiicoding of color quantized
images in [74]. The algorithm uses binary tree @spntation of the color palette
following by a progressive binary context-basedoeimg. In [75], an improved
version has been proposed.RA8, we continue the development of this approach by
improving the quality of the color progression smg merge-based color clustering
[76] instead of the original splitting-based apmimaWe also propose the use of
binary free tree modeling instead of the static texih model. The proposed
improvements provide better subjective qualityhs tolor progression (see Figure
18), and 10-20% better compression performancthset of palette images.

) " IUIVIKKY
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Original

Proposed

Figure 18. Color progressions provided by the original angppised algorithms.
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5 Summary of the publications

In the first paper (Pl), we propose a technique for reconstruction of ftyina
semantic layers of map images from the corruptmpased by overlapping of color
layers in the map. Separation of the map into ctagers and compressing them
individually provides better compression performanthan using standard
techniques. However, color separation causes cifen areas where one layer
overlaps another. The proposed algorithm approXémtte original structure of the
layer existing before the overlap by a sequentigblieation of masked

morphological operations. The image is processedhab the color map itself

remains untouched, and only the underlying binayeils are modified. The
proposed technique obtains up to 30-50% compressimumovement for single

layers, and improves the compression ratio of theleemap up to 5-10%.

In the second paper (P2), we explore the efficiency of binary-oriented cosgsion
algorithms applied to gray-scale and palette imalgesontrast to map images, gray-
scale imagery contains much more gradation arsdnitare difficult to exploit spatial
dependencies via binary layers and color separasonPl is not possible since it
would lead into too many (256) layers. In this wone consider four different bit-
plane separation schemes using error prediction@mag-coding. For prediction-
based schemes we evaluate three different preslidditrplane separation schemes
are combined with two binary-oriented compressoree known (MCT) and one
novel referred abl-layer Context TreéNCT).

We evaluate the proposed variants on natural afett@amages. The variants
providing the best compression are compared with estisting compression
algorithms. We conclude that despite the high oogeimization a binary-oriented
compressor cannot outperform the best losslesssgpag oriented algorithms due
to the nature of the signal. For palette imagesfawad out that highly optimized
binary compression is able to provide compressieriopmance close to the best
existing compressors but at the cost of highergssiag time.

In the third paper (P3), we improve a recently proposed layerwise lossless
compression algorithm, which is based on binarg tepresentation of the colors
and on context-based arithmetic coding. We consdi¢éwo improvements for the
algorithm: merge-based color quantization insteddth® original split-based
strategy, and a context tree modeling optimized dach layer separately. The
improved algorithm is evaluated on natural and t@alémages. The proposed
method provides better subjective quality of thiecprogression, and compression
improvement of 12% in the case of color palettegesa
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In the fourth paper (P4), we propose a statistical filter for map images tbase
local probability estimation using context tree.eTlstimation is followed by
replacing less probable pixels by the most probablke The size of the context is
dynamically adjusted according to the proposed preming procedure. The main
feature of the proposed filter is that the usehef tontext tree allows investigating
larger neighborhoods with reasonable time and mgngonsumption. The filter
effectively reconstructs patterns of the imagehm presence of moderate impulsive
and content-dependent noise.

In the fifth paper (P5), we consider a novel lossy compression schemectorned
map images. The proposed compression algorithmistensf two stages. First the
number of colors in the original image is reduced dolor quantization. The
guantized image is then compressed with the |as$<l3T compression algorithm.
In this work, two improvements for the original GQVere considered: a fast pre-
pruning method and an optimized memory allocati®oth improvements reduce
the memory consumption as well as the processinge tof the algorithm
significantly. The proposed compression schemevéduated on a set of scanned
topographic maps. The evaluation shows that theri#thgn provides a compression
improvement of about 50% in comparison to the dbsempetitor, JPEG2000, at
the similar objective quality level.

In paperP1, the author developed the principles of the ataorj implemented
and evaluated it. The other two authors took parthe problem formulation and
editing of the article. In papd?2, the author implemented the N-layer context tree
modeling, bit-plane separation schemes, predictargl performed all the
experiments. In papeP3, the author implemented and tested the improved
compression algorithm. PapB# is based on a preliminary version published in a
conference by the second and third authors. The&ibation of the author includes
the tree pruning procedure, a new implementationhef filter with significantly
better memory consumption, performing new experisiand a broader evaluation.
In paperP5, the author considered and implemented the impr@&€T compressor
and performed the experiments.
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6 Conclusions

In this thesis, we have studied lossless and lossypression of raster map images
as well as layerwise processing algorithms forrtimprovement.

We have proposed a morphological algorithm foramedion of binary semantic
layers of multi-layer map images from the corruptiappearing in areas where
semantic layers overlap each other. The proposashséruction allows improving
the lossless compression of the layers up to 30-fa@%tandalone layers and in the
total compression rate up to 5 to 10%, dependingthen compression method
applied.

We have studied the efficiency of highly-optimizadary-oriented compression
algorithms to examine if their high performanceserged for maps is possible to
utilize for grayscale and palette images. We carsidset of binary layer separation
schemes. Besides that we consider two scheme®mbext modeling: one existing
and one novel (NCT). The experiments show thatssitadl context modeling and
arithmetic coding cannot outperform the best gralgsoriented compressors. On
the other hand, when applied to artificial paldite-imagery, the optimization of
the model results in a compression performance twisiclose to the best existing
algorithms and further improvement is possible.

We have proposed a novel filter for reconstrucbbmap images in presence of
noise. In contrary to the existing edge-preservilgrs designed to preserve areas
of high color variation, our filter aims at presexy the repetitive structures of the
image which is an essential property for raster nmagges. The problems of the
appropriate context size and resource allocatian saved. The proposed filter
outperforms edge-preserving competitors both ineabje and subjective
comparisons.

We have improved a recently proposed lossy-tod@sstompression algorithm
based on layerwise progressive binary compressidre improved algorithm
provids better visual quality of the lossy progress 12% better compression is
achieved for palette images.

We have proposed a novel scheme for lossy compress$iscanned map images
utilizing the common features of the map imageiye fiovel scheme provides up to
50% better compression at the same quality levetnvbompared to its closest
competitor JPEG2000.
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7 Futurework

We believe that this thesis can be used as a fasirther research. iP5 a
pioneer work in lossy context-based compression hasn done. Although
the algorithm is applied on scanned topographicsnwayty, we expect the results to
generalize to similar image classes, such as dfm#s of maps, engineering
drawings, schemes, comic books and similar art @nagOf this kind images have
properties similar to map imagery, see Figure 1&irAilar lossy algorithm DjVu
can be developed where background and textualnmaEton would be separated,
and the textual part compressed by a GCT-basedlencahich is not restricted to
work only for bi-level images as DjVu.

The potential of GCT-based compression is possibleextend to video
compression. The method is expected to be effiémmtideo where features of the
imagery are close to the ones illustrated in Figifesuch as high quality cartoons
and animation, see Figure 20. Since subsequentefaoh the video are highly
correlated, multi-layer GCT modeling is expectedbéoa very efficient compression

tool.

ADMIND AS
80

L

Atlas Engineering drawing Comic book

Figure 19. Sample images with features similar to map imagery

Anime frame 1 Anime frame 2

Figure 20. Two consequent anime frames.
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8 Summary of theresults

8.1 Publication 1

Table 1. Compression of topographic map images with diffecempressors. The
average results (size, bits per pixel and compyasaiprovement) presented for
original, corrupted with color separation and restaucted layers.

Compression Original Corrupted Proposed reconstruction
algorithm Size bpp Size bpp Size bpp imp.
PNG 2085871 0.66 2149490 0.68 2078 254 0.66 319.
TIFF 1473824 0.47 1708 362 0.54 1480 657 0.47 3.33%
JBIG 684 978 0.21 790 257 0.25 720 185 0.23 8.87%
AKF2 624 117 0.19 696 017 0.22 660 661 0.21 5.08%
8.2 Publication 2
Table 2. Compression results (bits per pixel) for the ratimages.
Proposed Competitive
Image MCT- JBIG- JBIG- JPEG- PWC-
GCPES BPS GCS CALIC LS G PWC-P| JPEG2K PNG
Average 4.42 5.64 4.75| 411 4.18 4.21 4.84 4.36 4.56
Table 3. Compression results (in bytes) for the palettegiesa
Proposed Competitive
Image | NCT- | JBIG- JBIG- JPEG-
BPS BPS GCS EIDAC | CALIC LS PWC-G| PWC-P PNG
Total 175590| 351913 211943140957 | 226296 272555 19893{L 144344 245745

8.3 Publication 3

Table 4. Compression results of PNG, Chen’s, Pinho’s aedotioposed algorithm as
well as obtained compression improvement (compaartge closest competitor) for

natural and palette test sets.

Test set PNG Cheet al. Pinhoet al. Proposed Improvement
Natural 7261542 2521448 2426446 2399451 1%
Palette 712726 274700 257126 226469 12%
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8.4 Publication 4

Table 3. The efficiency of mathematical morphology (MM),cter median (VM),
adaptive vector median (AVM) and the proposed (filiers measured asE distance
to the original image for 20% content-dependent) @ 5% impulsive noise (1).

Image 1 Image 2 Image 3 Image 4 Image |5 Image 6
CD I CD I CD I CD I CD I CD I

MM | 23.52 24.37| 29.66 30.28 27.75 28.33 14.10 14.4854 8.68| 30.45 31.11
VM 316 251| 850 7.73 858 73y 327 246 199 616781 6.67
AVM | 251 1.70| 460 246, 505 312 218 1.18 133151 507 3.10
PGA | 251 1504 548 3.71 576 379 224 1B2 1.7561.590 4.02
CT 214 089 395 289 39 244 170 0P4 119811386 294

8.5 Publication 5

10 4

—>—ECW
—+—JPEG2000
—a—MC+PWC
—a—L-GCT

Rate, bpp
O T T T T T T T T

0.00 0.50 1.00 1.50 2.00 2.50 3.00 3.50 4.00 4.50

Figure 21. Operational rate-distortion functiortlué proposed algorithm (L-GCT) and
its competitors.

Table 5. Compression performance of JPEG2000 and the pedpalgorithm for
similar objective quality level.

MSE distance JPEG2000, Bpp Proposed, Bpp Improvg®en
1.52 3.20 1.55 51
1.99 2.40 1.23 48
2.71 1.70 0.95 44
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