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Abstract: Scientific Writing Assistant (SWAN) is a tool forauating and improving
the quality of scientific manuscripts in English. SWAN is derbased, computer-
assisted tool that employs sets of text quality metrics,retdral language processing
tools. Other text quality metrics, and both manual and aatantools that use them,
exist, but mainly for grading essays. Also, unlike some othels, SWAN does not
give overall grade for a paper, but instead focuses on thed lecel feedback for the
parts of a scientific paper that create first impressionstitllee abstract, introduction,
conclusions, and the structure (headings and subheadwgspaper. SWAN also
evaluates the fluidity and cohesion of a text. The aim of thésis is to provide a
detailed, technical view for the metrics, as well as the its@lf. To evaluate the user
experience of this tool, we conducted a study with the use8/MAN. According to
the results of this study, SWAN is experienced useful aslddoanproving the quality
of scientific writing.
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1 Introduction

Scientific writing is hard. Yet, it is an essential activityrfcommunicating science,
sharing research findings, and making information avasl&bbther scholars (Elserag,
2006). A quote from Gopen (2004) summarizes well why it iiclift to produce a
piece of scientific discourse:

“The perfect piece of literature, when read by 1000 readgrsuld result
in at least 1000 interpretations. The perfect piece of mgiin the pro-
fessional world, when read by 1000 readers, should prodoe&nd only
one interpretation.”

Readers form interpretations when they read a written drsediGopen, 2004; Lebrun,
2011). The interpretations do not necessarily match thasaded by the writer. When
this happens, the reader may misunderstand the point therwaimaking. And when
this happens, the discourse does not effectively do whaast mveant to: transfer the
thoughts and rationale of the writer to the reader. Thuswtier should write so that
the possibilities to misinterpretations decrease. Onetaagchieve this is to increase
the readability of the discourse.

Defining and measuring text quality and readability has @ Ibistory and tradition
(Pitler and Nenkova, 2008). There has long been consuitaitnal training available
for clear writing, e.g. Robert Gunning Associates startddriofg 1944 consultation
for newspapers, magazines and corporations (Pitler ané&dvan2008). During the
years linguists have studied text flow, cohesion buildingas in English language,
and formed theories such dsetorical structure theoryandcentering theoryPitler
and Nenkova, 2008). After observing how great impact volzakpun text has on its
readability, different metrics have been developed (Pafel Nenkova, 2008).

The early works measured text readability with predefinsts lof the most frequent
words in language: the more frequently occurring words @mitext contained, the
more readable it was determined (Pitler and Nenkova, 2(®&l8%e the most frequently
occurring words are often short, metrics and tests was dped| in which readability
was formally linked with length of words (Pitler and Nenko2®08). These include,
for instanceFlesch-Kincaidreadability testAutomated Readability Ind¢ARI), Sim-

ple Measure of GobbledygodiSMOG), Gunning Fog and Coleman-Liauindices



(Pitler and Nenkova, 2008). The reliability and accuracyhs simplest readability
tests have been questioned in studies (Feng et al., 201€x &iid Nenkova, 2008).
Later on, more accurate and complex language models, inguchined classifiers
such as support vector machines (SVMs), have been deve(Bjtéel and Nenkova,
2008).

Despite the history, and various readability tests, inglie@d models, no unified com-
putation models that consider multiple aspects of reaitiglakist (Pitler and Nenkova,
2008). Instead, most studies have focused on models folediagtor affecting read-
ability, and for specific audience (Pitler and Nenkova, 2008tudy by Pitler and
Nenkova (2008) concentrated on analyzing vocabularyasyiebhesion, entity coher-
ence, and discourse. The relations in discourse were faubé aan strong indicator
of readability. Other factors that correlated with pereeiquality, were the average
number of verb phrases in sentences, the number of wordsapex,pand the amount
of occurrences of domain-specific words (Pitler and Nenk20a8).

To automate the readability metrics, computerized toole eeen developed. Tools’
purposes and intended audiences vary from essay graditggfoischool students to
assessing scientific papers for academics. For inst&rgerion Online Writing Ser-
vicerepresents the former (Burstein et al., 2004), whiliable Article Development
for User SupporfAMADEUS) represents the latter (Aluisio et al., 2001). $&é¢ools,
in general, employ text quality metrics, natural languageessing tools for detecting
discourse elements, and statistical models for e.g. clogl probabilities of occur-
rences for certain discourse elements. According to oerdlitire review, not much
focus has been given for developing text quality metricstaots specifically for sci-
entific papers. This thesis, however, describes one suth too

Scientific Writing Assistar(SWAN) is a rule-based, computer-assisted tool that com-
bines text quality metrics and natural language procesSNWgAN provides feedback
on the parts of a scientific paper that create the first impress the title, abstract,
introduction, conclusions, and the structure (headingssaibheadings). These met-
rics are designed by Lebrun (2011). SWAN does not give olvgratling for a paper.
Instead, SWAN points out problems at the local level, as aglhssesses text fluidity
(both automatic and manual options are available) and cwhe3he newest SWAN
versions also contain metrics for assessing the relatipadietween visuals (figures
and tables) in a paper. SWAN works only on texts written inlisigthe language that

Is used in scientific writing by the vast majority. In natuexiguage processing SWAN



relies upon Stanford NLP tools, Parser (Klein and Manniri)3} and POS Tagger
(Toutanova et al., 2003).

The aim of this thesis is to introduce SWAN by offering a dethitechnical view:
while the book by Lebrun (2011) describes the metrics, afet®éxtensive reasoning
for how and why they improve text quality, it does not contaany technical details.
Kinnunen et al. (2012) has also written a paper about SWANh®@IConference of the
European Chapter of the Association for Computational Liskigs, but the paper, too,
does not delve into technical details. Thus, this thesisiiattempt to bridge the gap
between the already published literature, and the curtatd ef the implementation of
the SWAN project.

We conducted a study with the users of SWAN. The aim of theysiab to find out
how well SWAN performs as a scientific writing tool, and whaidk of problems the
users have with SWAN. With these answers we can have morégpeito the parts we
should focus on more to make SWAN yet more useful.

The thesis is organized as follows. In Section 2 we will dsscshortly about the back-
ground, problems, and related solutions for assessingjtetity. In Section 3 we will
have a detailed look on the text quality metrics that are @m@nted in Scientific Writ-
ing Assistant. We will go through the metrics related to ttamdard parts of a scientific
paper: the title, abstract, introduction, and conclusidmgaddition to this, we will dis-
cuss metrics for the structure of a paper, as well as mewicséasuring the fluidity
of a text. SWAN, as its latest feature, also contains a sewdfios to assess the visuals
(figures and tables) in a paper; however, as these are sdatigw additions with only
a few user experiences, these will not be discussed in tesEgh After the metrics
section, in Section 4, we will discuss about the current en@ntation of SWAN. We
will have a short look on the basic use flows, and other impteat®n specific mat-
ter. We will also discuss about the natural language praog$sols, SWAN employs.
The last section before the conclusions and future workti@eb, presents the study
we conducted on the tool. In the end, we will conclude thisiheand suggest some
improvements as a future work for the SWAN project.



2 Scientific Writing and Reading

Compared to the general written communication humankindehgsged in, the sci-
entific writing is relatively new activity: the first sciefit journals appeared not until
1665, and the standard paper organization IMRaD (IntrodnctMethods, Results,
and Discussion) was developed within the past 100 years, ([288).

Scientific writing requires various skills from the schalanamely ability to accu-
rately communicate ideas, procedures, and findings, amitydbirelate and interlink
evidence (Shah et al., 2009). Writing is essential for sigar@search findings, and
making information available to others (Elserag, 2006 hIRBhing academic papers is
also a measure of productivity that can be used, for instameen assessing for pro-
motion (Elserag, 2006). In addition to these external fa;tie scientist itself benefits
from engaging him/herself into writing activities: manyrtk that only way to become
experts in their field, is to involve themselves deeply inlitezature, and contribute to
it (Elserag, 2006).

2.1 Problems and Difficulties

Scientific writing is a demanding activity. Several studmrese aimed in identifying
the problems related to writing. The main problems revebied study by Shah et al.
(2009), where students performed writing activities, weygroblems related to the
structure of discourse, and 2) cognitive burden caused lingactivities. Also other
studies (Elserag, 2006; Aluisio et al., 2001; Pitler and kden, 2008) have found
structure-related problems. These problems relate ta@ulifies in distinguishing be-
tween the content and the structure (Shah et al., 2009y ds@torical structures from
the writer's mother language in English written discouratuisio et al., 2001), and
difficulties in comprehending complex syntactic structuieitler and Nenkova, 2008).
Also, Lebrun (2011) and Gopen (2004) have noted the impastro€ture complexity
in reading comprehension. Findings by Lebrun (2011) ineluddefined acronyms,
synonyms, and structural elements belonging togetheragguhaby too many words
(e.g. verb and its object, subject and its verb, pronoun tddun). Gopen (2004)
uses the term “reader energy” to describe mental resouneeate reserved and used
while reading. These resources are used to both comprehesttticture of discourse,
and its meaning; the more is required to decipher the othelgess there is left for the



other (for more details, see Section 3.6). Rare words, arfthieal terms have also
been found to affect reading comprehension (Pitler and bemk2008; Lebrun, 2011).

Problems caused by cognitive burden originate from botlestilee (within individ-
ual), and objective (associated with the writing task) ¢aasts (Shah et al., 2009).
Some of the subjective constraints have been identifiedudiest by Elserag (2006);
Shah et al. (2009); Pololi et al. (2004); Witt et al. (1995). iWhhe list below was
mainly a result of studies regarding students (novice wajtat also concerns, for cer-
tain amount, those with more experience:

» Perfectionism

» Lack of general writing experience

» Lack of academic writing experience

» Lack of confidence in one’s abilities

* Anxieties originated from writing activities
 Sensitivity or resistance to feedback

» Perceiving writing skills useless after graduating

» Bad writing experiences, that make writing unpleasant
 Fear of failure

Some objective and external constraints have been idehtifith among students, and
professionals. Studies by Sprague et al. (2003) and RodgeR@dgers (1999) found
that time constraints, ongoing status of studies for stigjessues of co-authorship,
institutional policies, and work pressure are among theomagasons for failures in
writing activities. Elserag (2006) also lists teachingo@ssibilities, committee assign-
ments, personnel disputes and grant deadlines reasondfifoulties in writing for
professional researchers. Also, acting between the ratherboundaries of scientific
research and writing add to the challenges perceived by therwone must attend to
the soundness of subject matter, keep audience in mind,aartde same time, take
care of the clarity, style, structure, and precision of thi@ten scientific discourse
(Shah et al., 2009).

Other reasons for difficulties are related to teaching sifiemriting, and to the school
system (Chuck and Young, 2004). Students are confused leyetiifes between styles
of teaching science and scientific writing between subjantfor instructors (Chuck
and Young, 2004). Chuck and Young (2004) also found out thahbahe students



use real scientific papers as models, in some situationsisedfstudents even further:
they could not differentiate different writing styles aridustures from the papers. Due
to these problems, students’ writing skills remain undeettgoed, which results in
further problems in later grades. Chuck and Young (2004) adsot out that students
tend to focus on achieving passing grades on writing assgiteninstead of consider-
ing writing as a way of improving their skills, and understary of the subject.

2.2 Solutions

Tools and methods meant for easing the challenges relatedding and writing, and
for improving the quality of papers, can be divided into twengral categories: man-
ual solutions, and computerized semi-automatic to autien@ls. Manual solutions
include using books, and other user-friendly documentati@ining and mentoring,
using writing strategies, working on groups, and peeremging.

Books, such as “Scientific Writing A Reader and Writer's Guide”lUsprun (2011),
“Scientists must write” by Barrass (2002), “Guide to pubimgha scientific paper”
by Kdérner (2008), “How to write and publish a scientific pdpey Day (1998), and
“The Craft of Scientific Writing” by Alley (1996), to name a fevigcus on giving
advice directly on scientific writing. Other books, such &xpectations: Teaching
Writing from a Reader’s Perspective” by Gopen (2004), and “Ele@ments of Style”
by Strunk Jr (1918) offer advice on general writing, but tbay be applied, to a certain
extent, to scientific writing as well. See the referencesi@eof this thesis for more
examples.

Training and mentoring have been shown to effectively helplents (Elserag,

2006; Shah et al., 2009); especially when teaching donaeciic reading strategies
(Elserag, 2006). Both the role of a mentor and the feedbackived are essential
(Shah et al., 2009). Chuck and Young (2004) developed a calniwgn assessment
tool for university students. In their tool, a class of stuideprepare a paper, to which
they receive feedback from the instructor. After submittiheir papers, the instructor
goes through them, and based on the writing problems fowrd them, develops a
working scheme specifically for the class group. This schisngésen to the students
for reworking their submitted paper. With this scheme, amdiéure of peer-review

and self-review, the students then resubmit their paperckCand Young (2004) found



out that this methodology was effective in improving thedaaility of the papers.

Even simple writing strategies, such as ignoring structanel grammar when writing
the first draft, can help (Elserag, 2006). Shah et al. (20B88)faund out thabackward
designof manuscripts can release some of the writing blocks. Thaams, that the
writer tries to visualize the writing project from an overpérspective, and see the
goal. After this, the writer plans, and develops steps taH@l gap between the goal
and the current situation.

Another finding from the study by Shah et al. (2009) was thakimg in groups eases
the difficulties experienced by students. Group working lbesn experienced as en-
couraging and motivating. According to Chuck and Young (308tudent-centered
learning accomplishes greater student engagement. Ansitidy cited in Shah et al.
(2009) also indicated that pair working results shortet, hore complex, accurate,
and higher-quality texts. Shah et al. (2009) also descfilb#iser studies that show that
peer support groups are not useful only for the studentsalbatfaculties’ publication
frequency has been shown to increase by emphasizing grokp & collaboration.

Peer-reviewings the standard step in academic publication process. jesies are
to prevent publication of bad work, improve scholarshipgiaage, and data presenta-
tion (Szklo, 2006). As it is, it both prevents less qualityppes from being published,
and increases paper quality in a form of peer-reviewerdlfaek (Szklo, 2006). How-
ever, Szklo (2006) argues that the assessment of qualitgenneviewing is elusive:
although many journals have quality items (such as originaesign, importance, and
presentation), they do not instruct reviewbosvto use them. The peer-reviewing’s re-
liability, and validity also remain undetermined (Szkl@05).

In addition to manual tools, excessive amount of compuisisged tools have been
developed. Their purposes and intended audience vary. dddbe tools that were
brought up in literature relate to improving the quality esays for students of various
grades. These are for examgaterion Online Writing Servic€Burstein et al., 2004),
MarkIT, Project Essay Grad€PEG), andntelligent Essay Assess@EA) (Williams
and Dreher, 2005). Some tools, namely works of Si and Call@gl(pand Collins-
Thompson and Callan (2004), are also developed for captandgssessing scientific
texts from web pages (Feng et al., 2010). There are not thay noals that directly
focus on scientific writing and papers. One such tool, in tadito our Scientific
Writing Assistant, is thé\Miable Article Development for User SuppNMADEUS)



(Aluisio et al., 2001).

These tools employ various methods and technologies. Geitigiting analysis tools,
which are part of Criterion Online Writing Service, uses caH{pased, and statistical
methods (Burstein et al., 2004). Tleerater, also a part of Criterion Online Writ-
ing Service, uses a combination of natural language prowgsand statistical tools
(Williams and Dreher, 2005). MarkIT also employs NLP toalsd an electronic the-
saurus. Intelligent Essay Assessor is based on latent sienaaralysis (LSA), and
works on the vocabulary of texts (Williams and Dreher, 20Q@&tent semantic analy-
sis can be used to examine similarity between passages oé@ @gixt. It is a corpus-
based statistical method, which focuses on conceptuatngmather than surface fea-
tures such as word frequencies (Kakkonen and Sutinen, 2004ddition to IEA, it
Is used in the study of Kakkonen and Sutinen (2004) for essayigg. AMADEUS
consists of three tools: Critiquing tool, Reference tool, Sng@port tool (Aluisio et al.,
2001). These tool parse linguistic features from the texadigg similarity metrics.



3 Formalization of quality metrics for scientific

manuscript evaluation

Scientific Writing Assistant (SWAN) uses formalized text hjtyametrics designed
by Lebrun (2011). These metrics are tested on 960 sciesiiste 1997 (Kinnunen
etal., 2012). Currently, there are metrics dedicated fostaedard parts of a scientific
paper: the title, abstract, introduction, and conclusidmsddition, Lebrun (2011) has
designed metrics that assess the structure (outline) gberpihe visuals in a paper, as
well as the fluidity of a given text. These metrics, excludihg visuals metrics, are
described in the following sections in a form of pseudocode.

The pseudocode is, when suitable, abstracted and/or §gdgl benefit the reader the
most. This means, that for some metrics, there is only a Vidrlggn-level explanation,
while for the others, there is a more formal and accuratergegn. For the most part,
the pseudocode consists loF, THEN, and WHERE statements. ThéF statements
describe a condition, which must the fulfilled, and TdEN statements the result for
fulfilling the condition. These results are, for the mosttpoolean flags, that may be
used as an input for other metrics, or for showing messagtésetaser. Th&\HERE
statements describe implementation specific details, agatonstant values. Some
metrics contain a line starting witllANUAL : these metrics require manual work from
the user. A simplified example of these metrics is given irnihgs1.

I F
title contains attractive words AW
THEN
TI TLE_ATTRACTI VE = TRUE;
WHERE (in the current inplenentation): AWs<a |ist of words
indicating attractiveness>;

Listing 1: An example of a pseudocode for a metric.

3.1 Title metrics

A title is the shortest part of a scientific paper; yet it hamynamportant purposes
and roles. A title is a tool for search, it states contribatibelps to form the first
impressions of how well paper could satisfy needs, and tesasthe knowledge level



needed to benefit from reading the paper, and reveals the(geme, breadth and
depth) of the paper (Lebrun, 2011).

For a reader, the title helps to make the decision of droppmgading on the paper
(Lebrun, 2011). For this purpose, the title states and div&sdea of the contribution
and provides clues on purpose, specificity, scope, impattoaarall nature of the
paper (Korner, 2008; Lebrun, 2011). Using this informatio® reader can then assess
whether they can benefit from the paper.

For a writer, the title is the place where they can add seaggivérds in order to make

the title as searchable as possible. A title can also act agemtion catcher and attract
targeted readers and filter out those not targeted. A tiddsis used to differentiate a
paper from the others (Lebrun, 2011).

In order for a title to best fulfill these roles, a title shoddd “unique, lasting, con-
cise, clear, honest, representative, catchy and easy to(fiethrun, 2011). For the
most part, these qualities will be covered in the followiegtsns with accompanying
metrics that make the quality measurable.

Understandability

Title understandability directly relates to how well andigaa reader can comprehend
the subject and purpose of a paper. Since the title playsahnale in the decision
making process a reader goes through when assessing thfeéseheeading the full
paper, whether the title is understandable enough or nanedee a difference between
the decision to read further and reject the paper.

A clear title reveals the genre, breadth and depth of a pajtleowt straining the cog-
nitive abilities of the reader. This also allows the readeform a relatively accurate
picture of the paper. An unclear title can contain the sanopeties, but causes the
reader struggle in understanding them and may lead in rargirdgtations as the reader
has to start guessing in place of deducting based on the ginén In the worst case
the reader misinterpretates the whole purpose of the pauity hnd may get a neg-
ative picture of the whole paper regardless of how well theepan reality presents
the research and its results. But then, when is a title eastletstandable? Human
intuition, especially a trained one, can be moderately @&teu but is also subjective
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and therefore not suitable for generalizations. Fortupatkere are also means of
excluding some of the subjectivity out of the formula: irs&teof relying on pure in-
tuition, title understandability can be made measurablexamining the contents of
a title. Lebrun (2011) has developed metrics for this vermppse. These metrics are
described in Listings 2 and 3.

The first of them, the metric in Listing 2, measures titlearness First of all, the
metric calculates the length of the title in characters andards. The longer the title,
the more time it will take to read it and the more unclear it hagome. If the title is
considered long, it also counts prepositions and puncmatiarks. Punctuation may
be used to divide otherwise long expressions, and preposito clarify long modified
nouns. Having low amount of punctuation and prepositiorsslong title may indicate
low clearness for the title. Ambiguous prepositions suchaasl” and “with” and
long noun-phrases without attractive verbal forms may ala&e title feel tedious and
increase the risk of misinterpretation.

I F
title character count > TC, OR
title word count > TW AND percent age of prepositions and
punctuation marks in title < P% OR
title contains anbi guous prepositions AP, OR
| ongest noun-phrase w thout preposition or attractive verbal
form has over NPW words
THEN
TI TLE_UNCLEAR = TRUE;
VWHERE (in the current inplenentation): TC=100, TW6, P=25,
AP={"and", "with"}, NPWE3;

Listing 2: Calculating title clearness

The other metric (in Listing 3) also relates closely to aems by extending the title
length consideration by taking a closer look at domcisenessSince a title can only
consist of a limited amount of words and should state couiiob as clearly as possi-
ble (Lebrun, 2011), expressing the necessary in a conciseenss vital. Conciseness
can also reduce the cognitive burden of the reader by decgete amount of words
they must store into their working memory (Gopen and Swa®01®aneman and
Carpenter, 1980; Daneman and Merikle, 1996). This metriceoimates on looking
for unnecessarily verbose expressions, such as “studytat Jengthen the title with-
out bringing much informative value. In these cases, tigamess may be improved
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by removing the expressions or, in case of lack of prepestand punctuations, by
adding these word classes to bring clarification to long gésa

I F

title contains overlong non-conci se expressi ons NCE
THEN

TI TLE_HAS_NONCONCI SE_EXPRESSI ONS = TRUE
ELSEI F

title contains overlong non-conci se expressi ons NCE, AND
TI TLE_UNCLEAR == TRUE AND percentage of prepositions and
punctuation marks in title < P%
THEN
TI TLE_NOT_CONCI SE_AND_NOT_CLEAR = TRUE
WHERE (in the current inplenentation): NCE={words "a", "an"
"study of", ignoring the word case}; P=25;

Listing 3: Determining title conciseness

Searchability

One of the purposes for a title is to help potential readefimtbthe paper it belongs to;
the parts responsible for this are calkhrch keywordsSimply put, a search keyword
Is a certain word in title that has some informative value ez therefore be used in
searches. These keywords are used by readers when theyrigsquéh their favorite
scientific paper search engines. Obviously then, much dispen how well the title
covers possible keyword combinations readers use whenhsegrpapers. Also, an
important factor for search success is what kind of seargiwérls are included in
the title. Lebrun (2011) mentions three kinds of keywordsneral, intermediary and
specific (Figure 1).

General keywordsas the name suggests, are basic terms that are used tdodescri
certain domain. Since they require only a basic level of darkaowledge, they have
the potential to gain a larger audience. Therefore, as lséaywords, they are also
more frequently used. However, this frequency may alsaypnoblems: general key-
words by themselves may not be enough to differentiate tleeftom others titles,
therefore making finding the title difficulintermediary keywordon the other hand,
require deeper understanding of the domain they are usaddtherefore appear less
frequently in titles. They are often associated with meghtitht are used in multi-

12



Breadth High frequency
\ General /

Intermediary

Depth Low frequency

Figure 1: Keyword categories: general, intermediary, gretiic. The general key-
words are basic terms, with a large breadth. The more sp&efiwords goes, the
more it has depth. At the same time, the frequency of keywoodiwence decreases.
(Lebrun, 2011)

ple research fields. The last category containssgiecific keywordswhich are used

by experts to describe terms that require deep unders@uodithe domain. Specific

keywords are best for differentiating titles, but they alsquire more background and
domain knowledge therefore possibly making title hard td for non-expert readers.
However, the division between categories is not constahiclwkeyword belongs to

which keyword category depends on domain, and even jourhatevthe paper is (to
be) published. Also, the background knowledge of the reaffects how a reader
experiences each keyword.

But how, then, should a title be constructed? A metric by Lel{fi011) described in
Listing 4 gives one possible answer to this question. A tittet of all, should contain
more than one search keyword: without or with only one sekegtword title will be
hard, if not impossible, to find. Second, as mentioned befoegher general, inter-
mediary nor specific keywords may be enough by themselvestedd, a title should
have at least two kinds of keywords (Lebrun, 2011): more geheywords to attract
non-expert readers, and more specific keywords to differenénd attract expert read-
ers. Third, a title should not have too many specific keywavdh respect to other
categories: a title with too many specific keywords makesrtho find and hard to
understand for non-experts because they do not neceslsaviédyenough background
knowledge for these keywords. This relates to title clessras well: a title should be
clear to both non-experts and experts.

MANUAL: User defines keywords and sets them search categories
{none, generic, internediary, specific}
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search keyword count < N, OR
search keyword count == M AND specific search keyword count ==
0
THEN
TI TLE_HARD TO FIND = TRUE;
WHERE (in the current inplenentation): N=1, M2

I F
generic search keyword count > 0 AND internedi ary search
keyword count > 0 AND specific keyword count > 0
THEN
TI TLE_KEYWORDS_WELLSPREAD = TRUE

I F

speci fic keyword percentage > P%
THEN

TI TLE_HARD TO FI ND_FOR_NONEXPERTS = TRUE;
WHERE (in the current inplenmentation): P=70;

Listing 4: Search keywords

Attractiveness

Lebrun (2011), in his book, uses face as a metaphor to destx#role and properties
of a title. They do have something in common: a title is mosthef time the very
first part of a paper one sees and therefore acts as the fedice between a reader
and the paper. In the real world, a face gives the viewer tlsé ifmpressions and
sets expectations about the person. A title does the santbdqgraper. These first
impressions are vital when a reader or a reviewer forms amapabout the paper and
ultimately makes a decision whether to read further. Theenadiractive a title, the
better probability it has to be noticed among plethora oéotltles.

But how can this seemingly subjective term “attractivendss’measured? Lebrun
(2011) has formed a metric to qualify attractiveness inle;tthis metric is described

in Listing 5. This metric calculates word classes (such aserals, adjectives and ad-
verbs), and verbal forms (gerundives and infinite forms)ctvincrease attractiveness,
from the title to form an attractiveness level. User-defikegword search categories
are also taken into account: non-search keywords can laetate because they usually
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belong to another field or domain.

MANUAL: User defines keywords and sets them search categories
{none, generic, internediary, expert}

I F
title has nunbers OR adjectives OR adverbs, OR
title has gerundives OR infinite verbs, OR
title has keywords not used for search

THEN

TI TLE_ATTRACTI VE = TRUE;
ELSE

TI TLE_ATTRACTI VE = FALSE;

Listing 5: Title attractiveness

Contribution and other sections

A paper, whether for a conference or a journal (or anotheasion), is written for a
reason. This reason usually contains a desire to annoumnicgedmeaders to read the
results of an conducted effort considered as contributeomew method, algorithm,
application, approach, theory or a finding of another sbe;dort of the contribution
does not matter, as long as it provides something new to tlk fieo get as many
readers as possible to explore the fruits of an effort, tihensist then writes a paper.
With the help of search keywords readers will find the paperelthey read the title,
they want to get the first idea of what the paper is about. Andtirey expect to see
first, is the reason for the writer to write and for them to ré@gpaper. In other words,
they expect to see the contribution (Lebrun, 2011). Theegfihe contribution should
be the first thing mentioned in the title.

There are, however, some exceptions. The recommendatiampfoont placement
for contribution concerns mainly titles that are incomelséntences (those lacking a
conjugated verb). The minority of titles (e.g. those usetifensciences), however,
are full sentences. In these cases, the contribution skstaiti at the first verb and
continue until the end of the sentence (Lebrun, 2011). hgs@ describes metrics, also
by Lebrun (2011), that make automatic checks for title tois#eir contribution is
placed correctly.
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MANUAL: User defines keywords and sets which represent
contribution

I F
title is NOT a sentence
THEN
=
title has keywords defined AND first title keyword
represents contribution
THEN
CONTRI BUTI ON_AT_CORRECT_PLACE = TRUE;
ELSEI F
title has keywords defined AND first title keyword DOES NOT
represent contribution
THEN
CONTRI BUTI ON_AT_CORRECT_PLACE = FALSE
ELSEI F
title is a sentence
THEN
=
keyword representing contribution cones before verb
THEN

CONTRI BUTI ON_AT_CORRECT_PLACE = FALSE;

Listing 6: Contribution placement

Another issue in addition to contribution placement is hbes keywords representing
contribution are placed relative to each other. The metaiedfing this issue is de-
scribed in Listing 7. The ideal would be that the contribetikeywords be next to each
other, in one group. A scattered contribution can be an aididor multiple contribu-
tions in one paper; in these cases it may be better to writéipteipapers to address
these contributions separately (Lebrun, 2011).

MANUAL: User defines keywords and sets which represent
contribution

Search title keywords for the first, and | ast occurrence of
contributive keywords, and store indices of those keywords to
| NDEX_FI RST and | NDEX LAST. Create a |ist TKW which contains
title keywords fromrange [|NDEX FI RST, | NDEX LAST].

I F
TKW cont ai ns keyword that DOES NOT represent contribution
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THEN
CONTRI BUTI ON_SCATTERED = TRUE

Listing 7: Contribution scatterance

A title can, and usually should, also contain other sectibia®m the one containing
the information about the contribution (Lebrun, 2011). 3dsections (as seen in the
Listing 8 that contains pseudocode for the metric to cheekelsections) may be used
to provide additional hints about the research and its impaain application, used
methodology and results. These sections increase thariafive value of a title and
thus make it more useful and attractive to a reader. If a@edsi not present in the
title, the user is informed, and asked, whether they shoeilieh bhe title.

MANUAL: User identifies and defines parts that should be found
inatitle: "inpact of research", "main application of
research", "used nethodol ogy" and "results or section
corresponding to contribution”

Check user sel ections.

I F
a part is nissing
THEN
COVPLETE_TI TLE = FALSE;

Listing 8: Other title sections

3.2 Abstract metrics

An abstract is, in most cases, the second part of a papetetbeéter the title. While
an abstract may have more words than a title (around 200 ton280s, depending
on journal or occasion), the amount is still limited and riegwoncise writing style
(Kurmis, 2003; Korner, 2008). As many readers only readrabt, and many review-
ers gain their first impressions from an abstract, it shoudvigde an overview of all
the prominent elements of the paper (Kurmis, 2003); for Hmaesreason, an abstract
should also stand alone (Kérner, 2008; Lebrun, 2011). Atratishas also a function
in searches as many search engines and scientific artielbatas provide the abstract
with the title and bibliographical data.
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In addition to the purposes mentioned in the previous papgrabstract can also
be used to clarify the title, to provide details on contribnt to help reader make
decision of rejecting or reading further on the paper, anduidle the life of paper,
when written early (Lebrun, 2011). In order to meet thes@pses, an abstract should
contain the following qualities (Lebrun, 2011): it should ted to title (i.e. expand
and repeat the key points of a title), should be complete f(ibe sections; we will
discuss these shortly), concise (for the word limit), statahe, be representative for
the whole paper (the first impressions), precise to convieader of the benefits of the
paper, and present for allowing the abstract remain aitteacthe following sections
discuss these qualities in more detail and provide formatiosefor making these
gualities measurable.

Consistency between Title and Abstract

The title and the abstract are the first two parts of a regui@ngfic paper. As such
both have a common aim in attracting a reader to read furth&redl as introducing

the reason for writing the paper concisely. The title makesfirst announcements,
but with very limited amount of words to use. This limitatiomakes titles faster to
read, but does not allow clarification for difficult terms. ud) the abstract with larger
capacity can and should provide further definitions (Leb&011). For this reason,
title and abstract should be consistent with each othertherovords, there should
exist a continuum between them. The easiest way to increasgstency is to repeat
and expand title keywords, i.e. the most important word$ettitle, in abstract.

The consistency between title and abstract can be measittethesmetric by Lebrun
(2011) described in Listing 9. The first part of the metric pames the title keywords
and the first sentence of an abstract to define the coherebhwedrethe two. The
comparison ignores word cases, and for maximum matchighites worgtemgroot
forms of a word). After comparisons, a percentage of titiekards in the first abstract
sentence is calculated. The ideal range for coherence vmmufdom 30 % to 80 %
(Lebrun, 2011). Coherence percentages under 20 % mean tlgatrenfifth of title
keywords were found from the first abstract sentence, thusngaditle and abstract
inconsistent and failing to meet the reader expectatioabrfln, 2011). The other end
of the range, the percentages from 80 % to 100 %, on the otlhel; haay indicate that
the title keywords were simply repeated in the first abssaotence without bringing
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any additional informative value. This consumes the lichitapacity of an abstract,
and should therefore be avoided.

The latter part of the metrics measures the strengttobésion It compares the title

keywords with the whole abstract, having the same compaxsteria as the former
part of the metric. As a result, all title keywords should barfd from the abstract.
Failing to meet this aim reduces the strength of cohesiowdssi title and abstract
and may make them feel disconnected. Possible reasons fasanghkeywords may

be: 1) the missing title keyword is not important enough tekplained; in this case
the keyword may be removed from the title to increase botlsistency between title
and abstract and conciseness of the title 2) instead of the &ayword, a synonym
was used in abstract; using synonyms may decrease theneéeseaore calculated by
search engines, thus lowering the paper placement in threhsessults ranking. In

addition to missing title keywords, also frequently ocaugrabstract keywords that
are not found in the title, may lower the coherence.

checkConsi st encyFi rst Sentence(title, abstractFirstSentence):
Cal cul ate the percentage P of title keywords in the first
sentence of the abstract. Count keywords in the first
sentence of the abstract ALKWC. Count title keywords TKWC

Conparison will ignore word case and uses word stens. Al so,
compari son uses only nouns and verbs fromthe abstract.

| F
P < MN_P%
THEN
TI TLE_ABSTRACT_COHERENT = FALSE
ELSEI F
P > MAX_P% AND
ALKWC < N = TKWC
THEN
ABSTRACT_FI RST_SENTENCE_REPEATI NG = TRUE
WHERE (in the current inplenentation): MN P=20, MAX P=90,
N=1. 2;

checkConsi stencyFul | (title, abstract):
Conpare title keywords with the full abstract. Calculate the
nost frequently occurring (at least N tinmes) abstract
keywords NOT in the title into FAWC
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Conparisons will ignore word case and uses word stens. Al so,
conpari son uses only nouns and verbs fromthe abstract.

| F

NOT all title keywords are found fromthe abstract
THEN

TI TLE_ABSTRACT_COHESI ON_STRENGTH_LOW = TRUE;

| F

FAWC > 0
THEN

TI TLE_ABSTRACT_REFLECTI ON_LOW = TRUE;
WHERE (in the current inplenmentation): N=2;

Listing 9: Coherence between title and abstract

Completeness

Whereas a title, with a very limited amount of words, introglsithe contribution, topic
and possibly the background to the research, the more \edistract has the capacity
to extend this and provide additional information. Thismhation plays an important
role in answering to the questions a reader has in mind &iggriiave read the title and
started assessing whether they have need to read the restgaper. A recommended
structure for an abstract contains the following parts (O®@8; Katz, 2009; Lebrun,
2011; Baker, 2012):

1. The topic and aim of the paper

2. The methodology used in determining the results of theare
3. The results of research

4. The impact of research

The first part, théopic and aimintroduces the reader briefly to the topic, the research
problem and its background as well as the aims the researchdrset for the research.
The second part, theethodologyontains description of the methods used to solve the
problem and achieve the aim. The third part, tbsultsdescribes the main results and
how well the problem was solved. The fourth and final part,ithgactjustifies why
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the research was conducted and paper written by statingetiefits of the research for
the scientific community as well as to the reader. TogetheseHour parts answer to
the reader’s questions and increase abstract’s inforenaéilue and may increase the
probability for the whole paper to be read. Vice versa, atrabslacking one or more
parts may be considered incomplete and therefore may daegaper seem not worth
of paying, downloading and reading.

However, in some cases the part describing background toahgibution (usually
placed in the part one) may not be necessary to be includdtetalistract (Lebrun,
2011). Such situations may arise when the rather limitedusmtnof words allowed
for an abstract is reached and one needs to free words forilsiagcmore prominent
sections, such as the impact of research (Lebrun, 2011patiehat has an important
role in convincing the readers. Having an overly verboserletson of less prominent
sections is also one of the main reasons for missing a partittier reasons include the
author considering the mention of results being enough éoerchining the impact of
the research, author being unable to assess impact causgdrbization of research
tasks or having too small a contribution to reserve spaaa fitee abstract (Lebrun,
2011). Also, a review paper or a short paper may not necéssas to have all the
four parts.

The corresponding two metrics for checking the abstractpteraness are described
in Listing 10. They both require some manual effort from tisernat the beginning as
he or she has to define the sentences which reflect the memfioneabstract parts.
After the manual effort, the rest of the metrics are compuatetbmatically. First of
them basically looks over the user selections to measurieagabgompleteness and
notifies in case of a missing part. The second metric looksifimecessary parts that
occupy room from more prominent matters, such as the wordnsore coherence
between title and abstract, or the description of the imgflaetresearch results have.
Freeing room for these more prominent matters by removiegutmecessary parts
may increase the usefulness of an abstract (Lebrun, 2011).

MANUAL: User defines which of the follow ng sections are found

in the abstract: "background to the contribution"”, "nmain
obj ective of research", "used nethodol ogy", "results or
section corresponding to contribution", "inpact of research"
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one or nore sections apart from background to contribution are
NOT rmar ked
THEN
ABSTRACT _| NCOWPLETE = TRUE;

I F
title and abstract are not coherent (see
checkConsi st encyFi r st Sent ence) AND background to
contribution IS marked, OR
background to contribution IS marked AND i nmpact of research IS
NOT rmar ked
THEN
ABSTRACT_HAS UNNECESSARY_PARTS = TRUE;

Listing 10: Measuring the abstract completeness and irdoveness

Attractiveness

An attractive abstract encourages, engages and convieadsrs to read further. Ac-
cording to Lebrun (2011) abstract attractiveness can reased and ensured with two
things: writing the abstract in dynamic verb tenses and byiding sufficient amount
of precision or detailed descriptions to the matters exqeetd be in abstract such as
the main accomplishments.

The former attractiveness factor, tdgnamic verb tenseare, in other words, tenses
and verbal forms that make the sentences feel vibrantylsed therefore engage the
reader. Such impact can be achieved with present and, mircedses, perfect present
verbal tenses. The past tenses, on the other hand, are e@tsighexciting and may
cause the paper feel dated (Lebrun, 2011). As conclusi@ssarally written also in
past tenses, having both parts in the same verb tense maytineat@clusions feel like
a plain repeat for an abstract. Some, for instance Day (19@8)ever, recommended
using past tense in an abstract. He explains that one shealgast tense when re-
ferring to one’s own work, which is not yet presumed to beldsthed knowledge; an
abstract mostly contains one’s own work, and thus it shoald/btten in past tense.

A metric by Lebrun (2011) described in Listing 11 examines #erb tenses in an
abstract. The metric relies upon natural language prawg$hiL P) tools, which in the
current implementation are provided by the Stanford Tatjgeary (Toutanova et al.,
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2003). The Section 4.3 addresses the topic in more detail.

The ideal cases are: 1) an abstract written with only prasest or 2) with present and
perfect verbs with section explaining the background tocthretribution. An abstract
should also be written with only few (in the current implertagion for this metric the
amount is 2) different tenses: having too many differensésmmay confuse the reader
and make it feel unattractive.

MANUAL: User defines which of the foll owing sections are found

in the abstract: "background to the contribution", "nmain
obj ective of research", "used nethodol ogy", "results or
section corresponding to contribution”, "inpact of research”

Exam ne all verb tenses in abstract. Count each distinct tense.

I F

only present verb tenses in abstract
THEN

ABSTRACT_DYNAM C = TRUE
ELSEI F

abstract witten with present and perfect present verbs, AND
background to contribution narked

THEN

ABSTRACT_DYNAM C = TRUE
ELSEI F

abstract witten w thout present tense
THEN

ABSTRACT_DYNAM C = FALSE

I F

di stinct verb tense count in abstract > N
THEN

TENSES_VARI ED_TOO MJUCH = TRUE
VWHERE (in the current inplenentation): N=2

Listing 11: Choice of verb tenses

The other factor impacting attractiveness is how precisedmtailed the abstract is. A
title must be concise and therefore may not have capacitpriegision. The reader,
however, expects precision and more detailed descriptifies reading the title, and
therefore an abstract should provide them (Lebrun, 201he Arecision and detail
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allows to meet these expectations and convinces readee dfethefits of reading the
whole paper. A good way to bring precision to the text is to nembers as they
are objective and unambiguous (Lebrun, 2011; Katz, 2008g metric in Listing 12
presents pseudocode for examining the precision (the n&nbkan abstract. When
numbers cannot be used, e.g. in case of descriptions ofrcbse®ethods, a detailed
description of main steps of a method may be used (Lebruri,)201

Count nunbers fromthe abstract into NAC
I F

NAC == 0
THEN

ABSTRACT_PRECI SI ON_LOW = TRUE;

Listing 12: Precision in abstract

3.3 Introduction metrics

In sequential order, an introduction is, many times, thedtisection of a scientific
paper. However, content-wise, introduction is the one @ot $he paper. Also, when
it comes to allowed length, introduction is the first sectibat allows more verbose
writing; Lebrun (2011) recommends at least 15 % of the whaleep length; Korner
(2008) would keep it shorter than two-thirds of the lengtiiResults section. As such,
the purpose of an introduction is atroducethe reader to the topic and research, the
paper describes (Lebrun, 2011; Alley, 1996; Kérner, 2008gnerally it is recom-
mended that an introduction would consist of these sec{iBnsenfeldt et al., 2000;
Kurmis, 2003; Korner, 2008; Singer and Hollander, 2009; diar et al., 2011; Alley,
1996; Lebrun, 2011): background to the research, impoetafithe research (justifi-
cation), methodology used in research, and section desgtibe hypothesis and aims
of research.

Lebrun (2011) lists the following attributes that qualifytioduction: mindful (pro-
vides sufficient context to familiarize the reader and theduce the knowledge gap,
and uses appropriate expressions especially when degrtii@ work of othersktory-
like (answers questions raised by the title and abstract andhaties, personal voice),
authoritative (accurate expressions and factual comparisaw)plete(sections de-
scribing issues from the list of previous paragraph) emcise(fast, strong start and
no excessive details). The following sections addressthaalities and provide fur-
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ther explanation and metrics for measurements.

Conciseness and Completeness

For many scientists, writing the introduction is considefa necessary evil”, a task
that has to be completed because introduction is one of fhecéxd and required stan-
dard parts of a scientific paper (Lebrun, 2011). Thus, maey kiee introduction brief.
Conciseness, in many cases (such as presented in the preeitticns and the ones
following in this section), is justified and may ease the sga&tognitive burden (Dane-
man and Carpenter, 1980; Daneman and Merikle, 1996). Theside/for conciseness
is that it may cause lack of detail and missing important elets, therefore causing
incompleteness. In case of introduction, incompletenessprevent non-expert read-
ers to get enough introductive background information latHigir knowledge gaps.
The larger the knowledge gap, the more difficulties the rehds in understanding the
topic of paper and the less motivated he or she is in readitigeiu Also, according to
Lebrun (2011) and Eisenhart (2002), not all reviewers ape#gsg of the field or topic
they review papers for, meaning that not only can incompks in an introduction
cause a reader stop reading further, but also a reviewent ithje paper and prevent
paper from being published. Despite this, there are platedroduction where con-
cise writing style may benefit: at the beginning of an intrctthn and when describing
details.

The beginning of an introduction should get directly to tieepLebrun (2011). After
reading the title and abstract, the two filtering mechartics,reader has decided to
read further. He or she is interested and expects to findisletgpanding title and ab-
stract, and background information to frame the context.erimby Lebrun (2011) in
Listing 13 addresses this issue by detecting possibleg'fstigrts”, in which the writer
has decided to warm up the topic by providing unnecessaeiheral background in-
formation. The false starts reduce conciseness and dedag#der from advancing to
more prominent matters, such as the direct context or ingfaintribution. The met-
ric asks the writer to identify the first sentence in intraifue that contains uncommon
knowledge for the non-expert reader. Sentences contagamgmon knowledge even
for the non-experts are considered to be potentially ursszcy.

MANUAL: User defines the first sentence in the introduction
havi ng uncommon know edge for the non-expert reader of the
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paper .

I F
the first sentence in the introducti on does NOT have unconmon
know edge
THEN
STRONG_START = TRUE;
ELSE

STRONG START = FALSE;

Listing 13: Beginning the introduction

The ending of an introduction, likewise, should be cargfatbnsidered, and contain
description of the expected impact of contribution (Lebr@f11). Lebrun (2011)
identifies six different possible endings for an introdati

Ending describing the table of contents and upcomingaest
Ending describing impact of paper and contribution

Ending describing goal of paper and research

Ending describing methodology of work

Ending describing main results or anticipated results

2 T o

Ending not describing any of the previous alternatives

The metric in Listing 14 lists outcomes of having each of thevipus alternatives as
an ending. Lebrun (2011) explains that the most ideal endiogld be to have de-
scription ofexpected impact of paper and contributiainthe end as it provides reader
justification of the benefits and therefore motivates readatinue reading. Having
atable of contentsype of ending, even though generally recommended (All8961
Rosenfeldt et al., 2000), may not be necessary as a scierapr ps relatively short
and structure can be seen fairly easily. Same applies fonppavethodology descrip-
tion as the ending: in a conventional scientific paper introducis followed by the
methodology section, thus causing unnecessary repetifibe mention of thg@aper
and research goalshould be placed to the beginning of an introduction instdate
end (Lebrun, 2011). Introducing timeain results of researcéat the end does not nec-
essarily motivate as much as stating the impact directlyabge in order to realize the
benefits, readers has to understand how to interpret thés.esior non-experts this
may be prove difficult. The last alternative, having sonmgglelse as an ending, is un-
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expected. Usually this should be avoided since readerseipsee certain elements
in certain places.

MANUAL: User defines the purpose for the |ast paragraph in
i ntroduction: TC="table of contents for rest of paper
covering upcom ng headi ngs", |P="inpact of paper", G.="goal
of paper", MI="nethodol ogy of work", RL="main result or
anticipated result of research”™ or OI="other".

SW TCH pur pose:
CASE TC. CONVENTI ONAL_ENDI NG = TRUE;
CASE | P. EXPECTED_ENDI NG = TRUE;
CASE GL: GOAL_SECTI ON_M SPLACED = TRUE;
CASE MT: UNNECESSARY_| NFORMATI ON_AT_END = TRUE;
CASE RL: EXPECTED ENDI NG = FALSE;
CASE OT: CONVENTI ONAL_ENDI NG = FALSE;

Listing 14: Ending the introduction

Having addressed the beginning and ending of an introductias time to address
the other issue mentioned at the first paragraph of thissedtitroductioncomplete-
ness To ensure all relevant information is included in the idtotion, Lebrun (2011)
advices to determine first the main question that is answeitbdstating the contribu-
tion, and then asking and answering the following four goest “why the research
Is performedhow?”, “why this topicwas chosen?”, “why it was performellis way?”
and “why should theeader car®”. These are the questions a reader has in mind af-
ter reading the title and abstract. In the current (2012)ementation of SWAN, the
completeness is measured by the following metric listedistihg 15 (Lebrun, 2011).
The metric compares and calculates percentage of intriotuerd count versus the
word count of the full paper, excluding certain sectionshsagtitle, abstract and refer-
ences, etc. If the size of introduction is below 5 % of the el per, the introduction
would be better suitable for a letter than full scientific eapAn introduction below
15 % may indicate that not all expected sections were induak® introduction, thus
making the introduction feel incomplete.

Get the full text (exclude title, abstract, references, figures

and their associated captions) and cal cul ate words FWC.

Calculate also the words in introduction IWC. Cal cul ate
percentage P: IWC / FWC * 100.
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I F
P < N%
THEN
| NTRODUCTI ON_SHORT = TRUE
ELSEI F
P < Mt
THEN
| NTRODUCTI ON_SHORT_NOT_COVPLETE = TRUE;
ELSE
| NTRODUCTI ON_LENGTH_GOOD = TRUE
WHERE (in the current inplenmentation): N=5, M=15;

Listing 15: Introduction length

Appropriateness and Accuracy

The background and related work sections of an introdudtardle the work of other
researchers. A common trap, according to Lebrun (2011} issé expressions that
understate the work of others and on the other hand overstate own work when
making comparisons between the past work and the conwibafione’s paper. Under-
stating other’s work may also be unintentional, and happ#énam imprudent choice of
words. Particular caution should be used when selectirectadgs, verbs and adverbs
to descriptions; some expressions are judgmental that elakas without providing
evidence to support the claim (Lebrun, 2011). Some exangdlesich expressions
are the adjectives “slow”, “not reliable”, “naive” and therbs “fail”, “not able to”.
A more complete list of judgmental expressions is seen inefyplix 1. A metric for
searching such expressions is described in Listing 16. Téteicrprocesses through
words in introduction and compares them with a list of afceationed judgmental
expressions. Lebrun (2011) recommends that such foun@gsipns to be considered
and rewritten to avoid unjustified judgments: instead ofjjud one might be better
off with e.g. stating agreement or disagreement betweemethidts, using facts and
numbers that have objective nature and quoting papersuppbst one’s own results.

Process through words in introduction. Search for words in |ist
JGWAL indicating judgnental expressions. Search ignores word
cases.
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judgnment al expressions in introduction:

THEN
| NTRODUCTI ON_HAS_JUDGVENTAL_EXPRESSI ONS = TRUE
VWHERE (in the current inplenentation): JGWL={"fail", "fails"
"failed", "suffer", "slow', "limted", "unreliable", ... (see
Appendix 1 for the full list)};

Listing 16: Judgmental words in introduction

Another perspective to the same issue is to overstate ongiscontribution. These
overstating expressions, like judgmental expression&enséaims without justifica-
tion. These are the words such as “absolutely”, “acute”st&mply” and “definite”
(Lebrun, 2011). The exaggeration may cast disbelief irtoinds of readers and re-
viewers — even to the point that also the well justified facespnted later in the paper
are questioned (Lebrun, 2011). The probability of the papée published decreases
as the reviewers’ doubts increase and even if the work isighdd, the readers may
decide not to trust the findings in the paper. Likewise witligonental expressions, a
metric by Lebrun (2011) exists (Listing 17) that processebraatches overstatements
from the introduction. Found overstatements are recomextna be replaced with
other expressions. A more complete list of expressionsdatstate can be seen in
Appendix 1.

Process through words in introduction. Search for expressions in
list OVRAL indicating overstatenments. Search ignores word
cases.

I F
overstatenental expressions in introduction
THEN
| NTRODUCTI ON_HAS OVERSTATEMENTS = TRUE
WHERE (in the current inplenmentation): OV/RW={"absol utely"
"absol ute", "abundantly", "acute", "acutely", ... (see
Appendix 1 for the full list)};

Listing 17: Overstatements in introduction

Accuracy of expressions is also one factor impacting thdibilgy. Imprecise expres-
sions may suggest or cast doubts that the writer possesiesugperficial domain
knowledge, therefore putting the value of contributiorointoubt as well (Lebrun,
2011). The lack of detail also lowers the attractivenessnoinroduction (Lebrun,
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2011). The metric by Lebrun (2011) searches such expresiom the text: it uses
a list of imprecise words and expressions to match words formtroduction (List-
ing 18). The list contains expressions such as “typicallglerall” and “commonly”.
Appendix 1 lists more such expressions that are used in tihrerdcumplementation
of SWAN. In addition to imprecise expressions, also immeaieferences lower the
accuracy of text. The imprecision may come in a form of insidght amount of fa-
miliarization of source materials, careless referenceegsteent, and/or grouped refer-
ences (Lebrun, 2011). The inaccurate reference placerafarsrto situations when
the reader can not be sure of which reference is used to supp@h claim. The ref-
erence should come immediately after the mention to aveseliproblems (Council of
Science Editors, 2006; Lebrun, 2011). The grouped refee(eg. [1,2,3]) decrease
the accuracy of referencing as a claim can not be unambigputrased to a specific
reference; it also may suggest the writer has conducteg hestarch (Lebrun, 2011).

sear chl npreci seExpressi ons(i ntroduction):

Process through words in introduction. Search for words in
list IMPW indicating inprecise expressions. Search ignores
word cases.

I F

i mpreci se expressions in introduction:

THEN

| NTRODUCTI ON_PRECI SI ON_LOW = TRUE;

WHERE (in the current inplenentation): |MPW={"typically",
“general ly", "overall", "conmmonly", "can", "may", ... (see
Appendix 1 for the full list)};

sear chl npreci seRef erences(i ntroduction):
Search references fromintroducti on and count those that are
grouped together (i.e. [1,2,3]).
I F
count of grouped references in introduction > N
THEN
| MPRECI SE_REFERENCES = TRUE
WHERE (in the current inplenmentation): N=1;

Listing 18: Precision in introduction
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Attractiveness

Attractiveness of a writing impacts on how motivated thedesaemains as he or she
reads further on. Since the title and abstract have alreadgated the essence of
the paper, the reader must be kept motivated by attractii@gur In introduction,
attractiveness is affected by the following: usage of Ms@ad questions, sentence
voices and pronouns, and sentence and phrase lengths aytd {@miations. Also
transitions between sentences (sentence progressioityfiatfect how easy it is to
follow the text and thus how attractive the text will be sedme

Visuals and questions are a good way to variate the writingfacus reader attention
(Lebrun, 2011; Alley, 1996). A visual attracts attentiordgrovides a wordless way
to inform the reader; they provide support for the writingavihg visuals in the in
introduction increases the attractiveness and motivatesdader. The Listing 19 in-
cludes metric for searching hints of visual usage from a fiexbrun, 2011). Having
no visuals makes the text unappealing. The metric does oagVer, take a stance on
the quality of the visual; it merely looks for referencesvuals.

sear chVi sual sUsage(i ntroduction):
Search introduction for clues of visuals usage. Use list VL of
words indicating visuals usage to be used in search. Search
i gnores word cases.
I F
occurrences of words in VL in introduction
THEN
| NTRODUCTI ON_APPEALI NG = FALSE
WHERE (in the current inplenmentation): VL={"fig", "figure"
"table"};

Listing 19: Usage of visuals in introduction

According to Lebrun (2011), questions create suspensidngah reader’s attention.
When a question is asked in a text, it refocuses reader’s nmddreakes him or her
want to know the answer to that question. A question alsotketsopic of the para-
graph and gives direction to ideas. The question does notimedirect: also implicit
guestions can accomplish the same effect. The followinggms different kind of
statements that, according to Lebrun (2011), raise questio

Direct question “What would be, given these requirements, the best way toegehi
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the aim?”

Indirect question Questions asked by the writer: “Given these requiremergsyan-
dered the best way to achieve the aim.”

Announcing unexpected findingsExpressions that announce findings that raise
guestions: “Surprisingly, our data showed an increase 6615 ...”

Not-yet-justified adjectival claim A claim that raises question before providing an-
swer: “The results of our study were more complete than ...”

Negative statementStatement contrasting non-working or unimportant issugl w
what are: “The amount of objects in the stack list is unimgat;t whereas the
size of object is what matters.”

Announcement of change“The progression of the development of technology had
been slow, but this was about to change.”

Provocative statementBold statements and claims for what readers’ yearn justifica-
tion: “World Wide Web will die in 5 years.”

Values in visuals Values that vary from the standard and thus attract atterdicd
explanation.

Antagonistic claims Statements that make comparisons and claims using worts suc
as “whereas”, “contradiction”.

Roadblock Stating the inability to compare findings due to differenttinogls or re-
sults.

The current implementation of SWAN, however, does not ifethe implicit ques-

tions. Instead it relies on identifying only the direct qu@ss. The metric by Lebrun
(2011) is described in Listing 20 and simply iterates thiotlge text in introduction
and tries to find question marks. To increase attractivertassintroduction should
include questions.

sear chQuesti onUsage(i ntroduction):
Count questions (question marks) fromintroduction into | QC
=
IQC == 0
THEN
| NTRODUCTI ON_ATTRACTI VE = FALSE;

Listing 20: Usage questions in introduction

The choice of pronoun usage and sentence voices changeitimg\style. Many sci-
entists avoid personal pronouns and active sentence vaickesstead prefer passive
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and impersonal writing (Alley, 1996; Lebrun, 2011). Accogito Alley (1996) this
preference originates from scientists’ misconceptionsast scientific writing should
be. Some also argue that passive voice increases papéritativeness (Lebrun,
2011). However, passive and impersonal voice both slowingriand reading, and
may lead to unnatural wording (Alley, 1996). Using activeceoand personal pro-
nouns instead may increase clarity and attractivenes4d amiakes identifying authors
contribution from the others easier, 2) reinforces readativation with a welcoming
voice that active and personal writing establishes and @)aes ambiguity (Lebrun,
2011). Alley (1996) also states that the nouns and verbsinsattive voice are strong
and provide both anchors and momentum that accomplish flatthg: According to
Lebrun (2011), active voice is recommended for introductidlley (1996) states that
active voice suits everywhere as long as the emphasis iseosttidly and not on the
author. A style manual for NASA Langley Research Center (Mc@ladl®98) also
recommends using active voice as it increases text coressen

Current implementation of SWAN includes metrics by Lebru@l(®) to examine the
usage of personal pronouns and sentence voices in a textfir§hef these metrics,
used to find personal pronouns, is described in Listing 2ferites through the words
in introduction and searches words that indicate usagersbpal pronouns. Having
under two such occurrences may indicate impersonal wriiyig.

Search introduction for of personal pronoun usage. Use |ist PNL
of words indicating personal pronoun usage to be used in
search. Search ignores word cases.

I F
occurrences of words in PNL in introduction < N
THEN
| NTRODUCTI ON_| MPERSONAL = TRUE
WHERE (in the current inplenentation): PNL={"we", "our"}, N=2;

Listing 21: Usage of personal pronouns in introduction

Listing 22 describes the other of the aforementioned ngttie one used to determine
the sentence voices. The metric relies upon natural larggpeacessing (NLP) tools,
which in the current implementation are provided by the t@hParser library (Klein
and Manning, 2003). The library is able to determine grancahtiependencies and
relations (De Marneffe and Manning, 2008a) and thus sepgrassive expressions
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from active ones. Section 4.3 addresses the topic in moad.d€he metric counts the
passive sentences detected by Stanford Parser and contpétleshe active sentence
count. If there are more passive sentences than 50 % (in thentumplementation)
of the count of active sentences, the introduction is judgdzk in passive voice.

Count 1S, total amount of sentences in introduction

Count NP, introduction sentences witten w th passive voice.

Count NA, introduction sentences witten with active voice: NA =
IS - NP

i sSent encePassi ve(sentence):
dependenci es = Stanfor dNLP. get TypedDependenci es(sent ence)
FOR dependency i n dependenci es:
relati on = dependency.relation
IF relation in DL
SENTENCE_PASSI VE
BREAK
ELSE
SENTENCE_PASSI VE
BREAK;

TRUE;

FALSE;

I F
NP > a » NA
THEN
| NTRODUCTI ON_I N_PASSI VE = TRUE
WHERE (in the current inplenentation): DL={"auxpass"
"csubj pass", "nsubjpass"}, a=0.50;

Listing 22: Sentence voices in introduction

Reading long and complex phrases and sentences consume mergy éom the
reader (Lebrun, 2011); they burden one’s cognitive abgi{iGopen and Swan, 1990;
Daneman and Carpenter, 1980; Daneman and Merikle, 1996)omyer the sentences
are, the more likely it is that they are full of redundancied &riting zeroes making
sentences complex; such “fat writing” slows down writingves! (Alley, 1996). By
increasing conciseness, phrases and sentences becoera@asiderstand and faster
to read. Both Lebrun (2011) and Alley (1996) recommend keepie average sen-
tence length equal or below 20 words. Lebrun (2011) also §rtiser and makes
recommendations of phrase lengths inside sentences gavieragth equal or below 8
words). However, according to Gopen (2004) the length ffittoes not necessarily
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make a sentence hard to read, but rather hard to write sa tieaains readable. The
metric in Listing 23 addresses both sentence and phrasthlezsgpmmendations.

cal cul at eSent enceLengt h(i ntroduction):

Iterate through sentences in introduction. Count sentence
lengths in words. Cal cul ate average AVG S of sentence
| engt hs.

| F

AVG S > N S
THEN
| NTRODUCTI ON_LONG_SENTENCES = TRUE;
WHERE (in the current inplenmentation): N _S=20;

cal cul at ePhraselLengt h(i ntroduction):
Iterate through phrases in introduction. Count phrase |engths
in wrds. Cal cul ate average AVG P of phrase |engths.

Phrase segnment is sentence or a part of sentence starting and
ending with a character in P
I F
AVG P > NP
THEN
| NTRODUCTI ON_LONG PHRASES = TRUE;
WHERE (in the current inplenmentation): P={".", ",’, ";', "1,
2, 7}, NLP=8;

Listing 23: Introduction sentence and phrase length

The length is not the only factor that makes writing dull ie #yes of the reader: also
phrase and sentengariationsplay a role in this (Alley, 1996; Lebrun, 2011). Small
variation between phrase and sentence word counts or egeabf similar sentence
patterns results into boring writing and decreases bottifjuand attractiveness. Al-
ley (1996) mentions several ways to begin sentences thabmaged to vary sentence
patterns (e.g. subject-verb, verb phrase and infinitivagdpatterns). As a guideline,
sentence lengths and patterns should be varied every twwree sentences (Alley,
1996; Lebrun, 2011). Gopen (2004), however, does not recamndoing so with-
out thinking the function of the sentence: instead, vangagtence structures should
happen in direct relation to the function they perform asiaafrdiscourse. The met-
ric in Listing 24 by Lebrun (2011) examines the input text laycolating average and
standard deviation from the sentence/phrase word couantssdatences, the standard
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deviation is recommended to be over 25 % of the average ssnkemgth plus 3 words.
For phrases, the standard deviation should be over 4 words.

cal cul at eSent enceVari ati on(i ntroducti on):
Iterate through sentences in introduction. Count sentence
I engths in words. Cal cul ate average sentence word | ength
AVG and standard devi ati on STDEV_S
I F
STDEV_S < AVG/ N S
THEN
| NTRODUCTI ON_SENTENCES_ATTRACTI VE
I F
STDEV_.S > AVG/ NS + M
THEN
| NTRODUCTI ON_SENTENCES_ATTRACTI VE = TRUE
WHERE (in the current inplenmentation): N S=4, M3;

FALSE;

cal cul at ePhraseVari ati on(introduction):
I[terate through phrases in introduction. Count phrase |engths
in wrds. Cal cul ate standard devi ati on STDEV_P of phrase
| engt hs.

Phrase segnment is sentence or a part of sentence starting and
ending with a character in P
I F
STDEV. P < N P
THEN
| NTRODUCTI ON_PHRASES_ATTRACTI VE = FALSE
WHERE (in the current inplenentation): P={".", *,", ";', "I,
T, T}, NP=4;

Listing 24: Introduction sentence and phrase length vanat

Transition wordsare expressions (e.g. “on the other hand”, “moreover”) usedove
from sentence to sentence or paragraph to paragraph (Lebddd). These words
link topic from sentence A to sentence B. However, the conmethey establish is
often artificial and decrease writing’s fluidity (Lebrun,120. Thus, in most cases, the
transition words should be replaced with phrases exprggsiplicit progression (e.g.
sequential step) (Lebrun, 2011). The metric by Lebrun (2@1Listing 25 processes
through the words in introduction and searches for tramsitvords such as “on the
other hand”, “also”. Appendix 1 contains the complete listransitional expressions.
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In some cases, however, use of transition words is justifeedth is the case when
connecting two independent sentences not sharing a conopar(Lebrun, 2011).

Process through words in Introduction. Search for expressions in
list TRA used in transitions. Search ignores word cases.
I F
transition expressions in Introduction:
THEN
| NTRODUCTI ON_HAS_TRANSI Tl ONAL_EXPRESSI ONS = TRUE;
VWHERE (in the current inplenentation): TRAL={"On the other
hand, ", "And,", "Also,", "Mreover,", ... (see Appendix 1
for the full list)};

Listing 25: Transition words in introduction

3.4 Conclusions metrics

Conclusions section is one of the last ones in a scientificrpa@es such, it has the
role of concludingwhat has been brought up earlier in the paper (Lebrun, 20k1; A
ley, 1996). Conclusions section may not necessarily be adistection as the title,
abstract or introduction: depending on journal, conclasimay not have a distinct
heading or section but they are presented in part of dismussction (Lebrun, 2011,
Ortinau, 2011; Kérner, 2008; Katz, 2009). Regardless, ampapeds some form of
conclusion (Montgomery, 2003; Lebrun, 2011). Accordindg.édrun (2011), conclu-
sion statements should be written with assurance and itiy@osoice for not unmoti-
vating the readers that has decided the research is wortteoftime (Lebrun, 2011).
Montgomery (2003) suggests conclusions section to be anrétuthe research topic
introduced at the beginning of paper with an additionakstesnt of what new has been
added (refocusement of contribution). Also, according tmkgomery (2003), conclu-
sions section should be written with the most detailed mfatron at the beginning and
the broadest statements at the end (as a mirror to the iriodi

For a reader, the conclusions section brings a contrasteleetthepre-contribution
(background of research and research field) from introdocindpost-contribution
(research results, limitations and future work) mentiomedonclusions (Lebrun,
2011). For the writer, conclusions is a possibility to polsontribution and under-
line its importance for the reader, as well as announcingoaoposing future research.
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Lebrun (2011) recommends that a conclusion should haveotleeving qualities: be
positively chargedor motivating the reader, beredictable(contain nothing that has
not been mentioned or hinted previously and contain all ebguesections), beoncise
(bring closure and mention future work in concise mannemn), lzecoherentwith title,
discussion and introduction. These qualities, with metiacassess them, are addressed
in more detail in the following sections.

Complete conclusions

Conclusions section brings closure to the issues brought ugroduction, discussion
and other parts of scientific paper (Lebrun, 2011; Alley,&3@ontgomery, 2003). It
should repeat the key points of the paper, but nothing thenbabeen brought up in
other sections: whereas in abstract everything is new teethder, in conclusions noth-
ing is (Lebrun, 2011; Alley, 1996). However, conclusions@ not be a mere com-
pilation of sentences from other sections (Lebrun, 20Xisteiad, conclusions should
contain implications of what has been presented in the p@dedérun, 2011; Kurmis,
2003). These implications should contain mention of impdatesearch and its re-
sults, scope and limitations in when research hypothesiksnar does not work, and
potential future work (Lebrun, 2011; Ortinau, 2011).

An indicator for the completeness of a conclusions secgatsilength (Alley, 1996;
Lebrun, 2011). Whereas length by itself does not necessagjilate with complete-
ness, it is, however, a fairly good pointer: the more words lieen used in a section,
the better probability there is that the section containeemdormation; vice versa, the
fewer words there is, the less probable it is thahattessarynformation fits to the sec-
tion. What would, then, be a good length for a conclusions@e2tAccording to Alley
(1996) it depends on the type of paper: in a short paper eves@mtence may suffice;
in typical scientific papers, the conclusions should be @dtlas long as the abstract.
Lebrun (2011) also agrees with this. Also, a metric by Leb{2011) described in
Listing 26 uses the same recommended length to determingn@rreeconclusions has
sufficient length. The metric counts words from the papédbstiact and conclusions
sections and compares the counts. Conclusions sectionsthiedength of an abstract
have the risk of not being developed enough to contain akssary information and
therefore not having a satisfactory conclusion for the eedldebrun, 2011).

Count words from conclusions into CAC. Count words from abstract
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into AWC.

I F

QW / AWC * 100 < N%
THEN

CONCLUSI ON_SHORT = TRUE
ELSE

CONCLUSI ON_SHORT = FALSE

WHERE (in the current inplenentation): N=100;

Listing 26: Conclusions length

Besides, and related to, the length of conclusions sectmmpteteness or lack of it
can be determined by making assessments of what informeatinolusions section
contains. As mentioned earlier, conclusions should contention of 1) impact and
results of a research, 2) scope and limitations in whicharesehypothesis works, and
3) potential future work. Of these three, 1) and 2) are usdxtitg closure to the cur-
rent research; 3) on the other hand, can be used to offer @aggiof what could come
next (Lebrun, 2011; Alley, 1996). A conclusions that consaihese three, therefore
has a better probability of satisfying the needs of a realenetric that would assess
whether these three parts are in a given conclusions sectaid therefore determine
if conclusions section is complete. However, the currerglémentation of SWAN
and its metrics, does not (at least at the moment) consitithrak parts, but instead
focuses on the part 3), the part containing mention of fulvoek.

The future work section can contain guidelines, directiang plans for the next stage
of research, and give a signal to the readers that they sktayduned for the coming
(Lebrun, 2011). It can also be used to address some limitatiothe current hypoth-
esis to convince readers that the limitations are not Igstimd will be corrected in the
future (Lebrun, 2011). Listing 27 contains a metric by Leb(@011) for assessing
whether future work is mentioned in conclusions. The meisies a list of expressions
indicating future work (e.g. “future”, “intention”) and cgpares each word in conclu-
sions with the list. Lack of occurrences indicate that fatwork section is missing and

thus may make conclusions feel incomplete and leave readseisfied.

Count nunber of future work expressions (FWE) in concl usions.
The conpari son between concl usi ons section words and words in
FWE is case insensitive
I F
future work expressions NOT found from concl usi ons section
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THEN
FUTURE_WORK_M SSI NG = TRUE;

WHERE (in the current inplenmentation): FWe={"future", "intend",
“intention", "plan", "limt", "will", "further", "expect",
"anticipate", "project to"};

Listing 27: Future work section

Positive and attractive conclusions

Although the role for attracting and motivating readersgad further is usually given

to introduction section (see Section 3.3), also conclisgsttion should be attractive
and motivating for the sake of non-linear nature of scientéading. Non-linear read-

ing means that readers may start reading the paper from steat) decide to skip

introduction section and jump directly into conclusionstsm; therefore the conclu-

sions section is responsible for attracting and motivateagler to read further (Lebrun,
2011). Also, for the same reason, an abstract and conclusimuld not be too similar:

repeating the same or similar sentences in abstract antls@nts or having otherwise

too similar sentence patterns, causes conclusions feeteanegeat of abstract and un-
motivate readers (Lebrun, 2011).

One good way to differentiate abstract and conclusionsraling to Lebrun (2011),

to use distinct verb tenseslynamic present verb tense an abstract (see Section
3.2) andpast tensdo signify the end in a conclusions. One exception for the pas
tense recommendation are the unquestionable facts inttet:should be presented
in present tense because present tense reinforces caintmiltechen used with facts
(Lebrun, 2011). Day (1998) also recommends using presasetehen referring to
established facts (previously published information)] aising past tense when de-
scribing results of the current research.

A metric by Lebrun (2011) described in Listing 28 addreskesverb tense issue. The
metric iterates through the sentences in conclusions amkésmaounts for number of
sentences and different verb tenses. A lack of verbs in ptdsase may indicate
unconvincing presentation for achievements and factgusecother tenses have been
used. Otherwise conclusions section should be writtenshgrgpresent perfect tenses:
according to Lebrun (2011), the amount of these tenses dleuat least 70 % of the
amount of sentences in conclusions section; having lessttiis may make conclu-
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sions and abstract feel too similar as both consists of the s@rb tenses.

Iterate through sentences in Conclusions. Count NCS, the nunber
of sentences, CVPR; the nunber of verbs in present tense;
CVP, the nunmber of verbs in past tense; and CVPP, the nunber
of verbs in present perfect tense.

I F
CVPR == 0
THEN
ACHI EVEMENTS_PRESENTED_CONVI NCI NGLY = FALSE
I F
CVP + CVPP < NCS * N
THEN
CONCLUSI ON_NOT_I N_PAST_TENSE = TRUE
VWHERE (in the current inplenentation): N=0.7;

Listing 28: Tenses in conclusions

3.5 Structure metrics

Scientific paper’s structure, consisting of upper and loeeel headings and their re-
spective body text sections, represents research divudetbigical parts (Alley, 1996).
A common structure followsMRaD organization, which consists ohtroduction,
Methods, Rsults_ad Discussion sections (Alley, 1996; Day, 1998). In addition to
this, a paper has a main title and may have an abstract ancdeateponclusions sec-
tion, depending on scientific field and journal (Lebrun, 20Xbme journals guide
to integrate conclusions into Discussion section (seei@e8t4). Also, a paper may
include supplementary sections such as “acknowledgmeineserences” and appen-
dices (Kurmis, 2003). Together these sections form the hes@i structure with stan-
dard headings; the middle and lower level sections and tresdings, on the other
hand, vary from paper to paper, because they contain the@wcontributive informa-
tion of the paper (Lebrun, 2011).

A structure should help reader to navigate inside the paperf@us on the sections
he or she is most interested in (Lebrun, 2011; Alley, 1996)e#&der should also get a
clear picture of the contents of paper after examining thecgire (Lebrun, 2011). For
a writer structure can be used to emphasize the contribofi@enpaper by repeating
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keywords from the title and abstract in the structure hegl{bebrun, 2011). Because
a reader typically remembers only 10 % to 20 % of what they head, repeating the
most important issues helps them in memorizing, and alsdasipe what is important
(Alley, 1996). The structure also helps dividing paper imttormative and logical
sections (Lebrun, 2011; Alley, 1996); Alley (1996) mensatifferent strategies to be
used in organizing information (some words about this )ater

A structure acts as a skeleton to a paper by supporting its fla@brun, 2011). Lebrun
(2011) has four principles that a good structure follows:

1. Contribution guides the shape of structure

2. Sections containing contribution are grouped

3. Main title is connected to structure, and vice versa
4. Structure is logical and tells a clear story

Principles 1 to 3 are directly connected to the contributbthe paper: structure ac-
commodates to the contribution by having it shaped so thatiboition is emphasized.
Principle 4 also concerns contribution, but focuses morbaw logical and clear the
structure should be. These principles guide structurersvgualities of a good struc-
ture (Lebrun, 2011): a structure shouldibsrmative tiedto title and abstractogical,
consistentclear, andconcise The following sections target the mentioned principles
and qualities more closely and provide metrics for assessme

Contribution shaped structure

Contribution shapes structure in many ways: it both detegmithe outline (number
of heading levels, and headings in each level), and how nmiohnation should be
included in sections. In scientific papers, the amount aditlesually increases every
heading level (Davis et al., 2013). Thus the most detailéatnation is usually found
from the lowest structure levels. Because the contributimukl contain the unique
information and be most detailed, it should also be founthftibe lowest level (Alley,
1996; Lebrun, 2011). The high detail level usually comesancwith text length: the
longer the text, the more detailed information it potehtiabntains (Alley, 1996). The
current version of SWAN contains two related metrics by lueb{2011) that we now
describe.
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The first metric in Listing 29 examines paper structure fatisas reflecting contribu-
tion (determined by user). Contributive section not in thedst structure level may
indicate that contribution is not detailed enough, and amseary section such as sec-
tion describing background to the research has too greatl dtel (Lebrun, 2011).
Figure 2 illustrates this by providing two example struesjrfrom which the first (a)
does not contain contribution in its lowest level; exampledn the other hand, does.

R N ' I N

u 0 O u ] N w O
2.1 22 31 32 33 2.1 22 31 32 33
(a)

(b)

ONot contributive Il Contributive

Figure 2: Contribution should be found from the deepest giradevel. In the ex-
ample structure (a) structure has deeper-level sectiogsZel and 2.2) than the ones
reflecting contribution (2 and 3). In example (b) contribatis found in e.g. Section
2.1, which is one of sections in the deepest level of strectiihe example structure
(b) is thus preferred. (Lebrun, 2011)

MANUAL: The paper structure is deternmined and sections
reflecting core of contribution are narked.

I F

deepest | evel section does NOT reflect core of contribution
THEN

CONTRI BUTI VE_SECTI ON_HAS_ENOUGH_DETAI L = FALSE;

Listing 29: Core of contribution depth

The second metric, in Listing 30, examines detall level aftisas. It uses section
word count as an indicator for information detailness. Thetrirm compares word

counts of sections reflecting core of contribution to othestions and to the whole
paper. Contributive sections should consist of 50 % to 75 %ale/of the whole paper.
Percentages under 50 % may indicate that the paper coniigtger background than
required. On the other hand, if contributive sections tale @5 % of the whole paper,
there may not be enough background information, and thuerenay suffer from too

large a knowledge gap to get full benefits from the contrdoutiA single contributive

section should consist up to 30 % words of the whole paper laodld be reorganized
to smaller sections if necessary. According to Alley (1996kre are no absolute
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values for section lengths and that they depend on reseacthwdience. However,
he nevertheless recommends dividing sections exceedingar@agraphs into multiple
sections to allow the reader a pause. A single section witbaotribution should be
longer than 5 % of the whole paper to avoid having too manyi@extin the paper
(Lebrun, 2011). Since headings create pauses in readinggi@mo many headings
also interrupt reader’s thoughts and tire them (Alley, 1996

MANUAL: paper structure is determ ned and sections reflecting
core of contribution are marked.

Cal cul ate word counts for sections and subsections. Count tota
words TOTAL. Cal culate word counts for sections reflecting
core of contribution. Count total words in contributive
sections CONTRI BUTI VE_TOTAL. Count words in |argest
contributive section LARGEST CONTRI BUTI VE. Count words in
smal | est non-standard section SMALLEST_ SECTI ON

| F

CONTRI BUTI VE_TOTAL / TOTAL * 100 < CONTRI BUTI VE_M N_P%
THEN

CONTRI BUTI VE_SECTI ONS_TOO SMALL = TRUE;
ELSEI F

CONTRI BUTI VE_TOTAL / TOTAL * 100 < CONTRI BUTI VE_MAX_P%
THEN

CONTRI BUTI VE_SECTI ONS_OF_GOOD_LENGTH = TRUE;
ELSEI F

CONTRI BUTI VE_TOTAL / TOTAL * 100 > MAX_P%
THEN

CONTRI BUTI VE_SECTI ONS_TOO LARGE = TRUE

| F

LARGEST_CONTRI BUTI VE / TOTAL * 100 > SECTI ON_MAX_P%
THEN

TOO LARGE_SECTI ON = TRUE;

| F

SMALLEST SECTION / TOTAL * 100 < SECTI ON_.M N_P%
THEN

TOO SMALL_SECTI ON = TRUE

WHERE (in the current inplenmentation): M N P=50, MAX P=75
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SECTI ON_MAX_P=30, SECTI ON_M N_P=5;
Listing 30: Word distribution

| N Y O N

2.1 22 31 32 33 2.1 22 31 32 33
(a) (b)

ONot contributive Il Contributive

Figure 3: Sections reflecting core of contribution shouldrbene group. In example
structure (a) there are two groups [2, 2.1] and [3.1, 3.2]st®) scattered contribution.
In (b) contribution is focused in one group [2, 2.1, 2.2, 3,,3.2]. Thus, the (b)
structure is better, than (a). (Lebrun, 2011)

The second principle by Lebrun (2011) states that sectiefiscting contribution
should be grouped. That is, paper should be written and @garso that once pa-
per starts handling the contribution, it lasts uninteregiptintil all of that, what will
be told about contribution, is told. Contributive sectionsnfing a single group is a
indication of well identified contribution (Lebrun, 2011Pn the other hand, having
contribution scattered into multiple groups causes ladkais, unity and conciseness.
The paper may have multiple contributions, in which cass recommended to write
more than one paper (one paper for one contribution). It tratgo be that the author
has not been able to identify contribution well enough (uehr2011). This issue is
illustrated in Figure 3. The corresponding metric by Leb(B011) is described in
Listing 31. The metric sorts structure sections sequéwnteahd forms groups of unin-
terrupted sections reflecting contribution. The detertmmaof which sections reflect
contribution is done by the user.

MANUAL: paper structure is determned and sections reflecting
core of contribution are nmarked.

Traverse the paper structure in sequential order (1, 1.1, 1.2,
2, 2.1, ... NM and formgroups of sections reflecting
contribution. If there is a section not reflecting
contribution, close current group, and start new group at
next section that reflects.
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there are nore than one group reflecting contribution
THEN
CONTRI BUTI ON_SCATTERED = TRUE;

Listing 31: Contribution scatterance

The last principle connected to contribution relates ton@mtion between paper’s main
title and structure. The title states contribution via cimittion keywords (see Section
3.1). The structure, on the other hand, helps reader navibatpaper and identify

contribution (Lebrun, 2011). This is accomplished with ghticonnection between
title and structure headings. A metric by Lebrun (2011) isting 32 describes this in

more detail. In short, title and structure are tightly costed, when all title keywords

reflecting contribution are found from structure headiragsl there are no words in the
headings of contributive structure sections that are notddrom the title. The metric

examines four possible cases:

1. Contributive title keywords are completely missing froealings

2. One or more, but not all, title keyword is missing from hiegd

3. Sections reflecting contribution have words in its hegdiot found from the
title

4. Section reflecting contribution does not have any of the keywords in its
heading

In cases one, two and three all or some of the contributileekéywords are missing
from structure headings or some words from headings areresept in the title. In
these cases, there is a disconnection between title aradis®uEither title or structure
is imperfect (Lebrun, 2011). If, for example, structure issing a title keyword, either
the structure has a logical gap, or the title word is not ingeat; and should be removed
from the title. The author should consider which one, tittestucture, reflects con-
tribution better and make adjustments accordingly. In éasea contributive section
and the main title are disconnected. The title may be impeged author should add
words into it, or the contribution presented in the sect®imipossible to fit into title;
in that case, the paper may have more than one contributidgpigal cause for dis-
connection, in all of these cases, is inconsistent use oflsvagither title or structure
contains synonyms or acronyms, or has words in differergildevel (Lebrun, 2011).
Alley (1996) encourages creating headings with same pliegias the paper’s main
title (see Section 3.1): with clarity and precision in mind.
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MANUAL: The paper structure is deternined and sections
reflecting core of contribution are narked. Contributive
title keywords are determ ned.

Conpare contributive section headings with contributive title
keywords. Comparisons are case insensitive and use stem form
of words. Conparison ignhores prepositions and articles, words
inlist IVW, punctuation and nunbers.

I F
no contributive title keywords found fromcontributive section
headi ngs
THEN
CONTRI BUTI VE_TI TLE_KEYWORDS_COVPLETELY_M SSI NG_FROM HEADI NGS =
TRUE;
ELSEI F

one or nore contributive title keywords NOT found from
contributive section headi ngs
THEN
CONTRI BUTI VE_TI TLE_KEYWORDS_M SSI NG_FROM HEADI NGS = TRUE;

I F
contributive section headi ngs contain words not found from
contributive title keywords
THEN
CONTRI BUTI VE_HEADI NGS_CONTAI N WORDS M SSI NG FROM TI TLE = TRUE

I F
contributive section headi ng does not contain any contributive
title keywords
THEN
CONTRI BUTI VE_HEADI NG_M SSI NG ALL_TI TLE_KEYWORDS = TRUE

WHERE (in the current inplenentation): |W={"using", "based on"};

Listing 32: Structure words in title

Logical, informative and clear structure

A logical, clear and informative structure guides readeoulh the paper and allows
him or her to concentrate on most interesting sections (tgel2011; Alley, 1996). The
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structure is logical in a) how sections are divided, b) inehhorder the sections are,
and c) how the section headings are titled (Lebrun, 201EyAll996). For the part c),
Alley (1996) recommends using parallel section headimgstitThis means that struc-
ture should not contain mixed verb phrase, noun phrase drgghience headings, but
consistently use only one type of phrases. For exampleuatste consisting mainly

of verb phrase headings such as “Formalizing quality m&tstiould not be mixed

with noun phrase headings such as “Implementation for 8tieWriting Assistant”.

The a) and b) parts depend on what strategy is used to orgheipaper (Alley, 1996).
For example, for a paper that discusses time-line proceas#sonological strategy
is suitable (Alley, 1996). In this strategy contents ardd#id into steps that follow
chronological order. Other strategies are for exarsphial strategy(structure follows
physical shape of an objectjow strategy(structure follows flow of some variable
through a system) antbmparison-contrast strateqgtructure consists of comparable
issues). These strategies may help in constructing logtcatture. Which strategy
is the most appropriate, depends on topic and audience. \Wowegardless of the
strategy, one way to test whether structure is logical, =otapare it with the abstract
(Lebrun, 2011).

An abstract contains summary of the most prominent elenoétite paper (see Section
3.2); ina sense itis also a summary of the paper’s struclurerefore for the structure
to tell a logical and clear story, it should be connected &ahstract (Lebrun, 2011).
In other words, keywords from abstract should be found fretiesn headings and
vice versa. The metric in Listing 33 is developed for thisgmse: it compares words
in abstract to words in section headings. The comparisomse msensitive, uses
stemmed words, and excludes general words (such as “daddhathod”), auxiliary
verbs (such as “could” and “shall”), prepositions, pron®@amd numbers. Appendix
2 provides complete list of excluded general words and muyilverbs. If section
heading contains a word not found in abstract, author shoatgider the following
guestions (Lebrun, 2011):

How significant the heading word is? If the word is significant enough to be used in
structure, author should consider adding the word intorabist

Does the disconnection occur because a synonym or an acronysused? If  the
heading word is synonym or acronym to a word in abstract & varsa, author
should consider replacing it with the original word.
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Is the heading word highly specialized?If the word is too specific to be used in an
abstract and too specific for a non-expert reader to underseuthor should
consider replacing it with a more understandable word.

As the list above points, a missing abstract word does nasseey indicate problems
in structure, but the author should also verify whether thatract fulfills its purpose

(see Section 3.2) and whether it is the structure that reftegttribution better (Lebrun,
2011).

MANUAL: The paper structure is deterni ned.

Conpare words in abstract to words in section headi ngs.
Conparison is case insensitive and uses stem form of words.
Conpari son ignores general words and auxiliary verbs GAVL,
preposi tions, pronouns and nunbers.

I F
section heading word not in abstract
THEN
STRUCTURE_WORDS M SSI NG | N_ABSTRACT = TRUE;
WHERE (in the current inplenmentation): GAVL={"data", "nethod"
"could", "shall",... see Appendix 2 for the full list}

Listing 33: Structure words in abstract

Structure should be informative: only the standard headjiddRaD and Conclusions)
should contain non-informative words (Lebrun, 2011). Nwformative words are

words such as “characterization”, “demonstration” andnigiation” that, by them-

selves, do not give specific hints of the contents. The maetrildsting 34 searches
section headings for non-informative words. Headingsaioirigonly such words are

usually disconnected from the other paper parts (LebruhlPalnd thus make struc-
ture illogical and uninformative. Using non-informativeods in general also break
the recommendations for concise writing (Alley, 1996; Lehr2011).

MANUAL: The paper structure is detern ned.

Search section headings (all levels) for non-informative
expressions N EL. Conparison is case insensitive and
considers also plural and gerund form of non-informative
expressions. Search excludes standard sections such as
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i ntroducti on and concl usi ons; see Appendix 2 for the full
list.

I F
section headi ng contains expression from N EL AND section
headi ng contai ns not hing el se
THEN
STRUCTURE_HAS_NONI NFORMATI VE_KEYWORDS = TRUE;
VWHERE (in the current inplenentation): N EL={"characterization"
"denonstration", "simulation", ... see Appendix 2 for the
full Tist}

Listing 34: Non-informative headings

A structure should also be clear to the reader and reveabittents easily (Lebrun,
2011). The metric in Listing 35 searches structure headftogthe lowest heading
level) for acronyms. An acronym in a heading without the ioiadjterm is ambiguous
(Lebrun, 2011; Barrass, 2002; Day, 1998). Firstly, acronamesnot unique: there
can be multiple terms for the same acronym (Barrass, 2002) eXample acronym
“CGI” stands for both “computer-generated imagery” and “coom gateway inter-
face”, which are both common terms in computer science. I8#gaerminology, and
thus the acronym for the term, can also change altogethern\tirehappens, and the
reader is only offered an acronym that references to theeoid, tit may leave readers
knowing only the newer acronym, wondering (Day, 1998). Napert readers of the
research field may also not be familiar with field specific agros. These issues may
result in reduced clearness for the whole structure and mdiad for the reader to
follow (Lebrun, 2011).

MANUAL: The paper structure is deterni ned.

Search structure headings (all |evels) for acronynmns.
I F

section heading contains an acronym
THEN

STRUCTURE_HAS_ACRONYMS = TRUE

Listing 35: Acronyms in structure headings and subheadings
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3.6 Fluidity metrics

Fluidity, in general, refers to how easily a passage of text can be réad many
benefits of fluid text include faster reading, better readiomprehension, increased
reader satisfaction, and better possibilities for havirgtéext published (Lebrun, 2011;
Gopen, 2004). Fluidity also decreases the amount of irg&pons readers get from
the text, thus increasing the possibility that readers wikrpret text the way writer
meant it to be interpreted. But, when is a passage of text flli?answer lies within
those who interpret the text: the readers (Lebrun, 2011eG0p004).

Readers form interpretations while reading a text (Gope®4 20Tl he interpretation is
influenced by two factors (Gopen, 2004): 1) by readeaskgroundprior knowledge
of the topic, culture, temperament, job, reading habits,).,eand 2) by theexpecta-
tionsreader has regarding the text. Reader’s background caredetdrbe taken into
account by avoiding culture-specific idioms and by prowdsufficient background
information about the topic (Lebrun, 2011). The expectaicegarding text (which
are also influenced by reader’s background), can be takeraodount when writer
becomes conscious of what expectations readers actualy Gampen (2004) has de-
velopedReading Expectation Approa¢REA) for this purpose. Reading Expectation
Approach is based on the general expectations a modernsBngkder has regarding
certain structural positions and what substance they éxp&ad from those positions.
With this information, writers can place material at pasi8 where readers expect to
find it. The general expectations readers have, are:

1. The placement of words within a sentence

2. The progression and links between sentences
3. The placement of sentences within a paragraph
4. The progression and links between paragraphs

The following sections will discuss these expectationse fifain focus will be on the
sentences, as they are also on the main focus in the fluiditian&WAN contains;
however, a short discussion of expectations towards papagrand progression be-
tween them is also provided. After this, fluidity metrics éa®n these expectations
and developed by Lebrun (2011), are discussed. These mednicbe used to automat-
ically assess fluidity between a given set of sentences.
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Expectations towards sentences

We first consider the smaller of the mentioned units of téx¢: gentences. But before
we discuss expectations in more detail, we will, as a prejosxaake a step back, and
first consider some grammatical issues regarding senteAdggical English sentence
structure consists of a subject, a verb and a complemengrebeseen from Table 1
(Gopen, 2004). The subject acts as an agent, the performem attion (in active
voice sentences; passive voice sentences does not ndgesaae explicit agents).
Action, in turn, is articulated by the verb. The complemenaifected by the action
and indicates the goal of the sentence.

Table 1: Default sentence structure in English (Gopen, 004

Structure | Subject Verb Complement Fixed

Substance | Agent Action Goal Movable

The structure is relatively fixed and therefore, the varyaor is the content of sub-
stance, i.e. the meaning (Gopen, 2004). This informatiaddeaus to first three reader
expectations concerning placement of words within a seet€@open, 2004):

» Readers usually expect the action of sentence to be aticliby verb, and verb
to express action

» Readers expect every subject to be followed almost immelgliay its verb

» Readers expect certain type of substance to come in cettagiwgal positions
(Table 1)

Thus, expressing action with a word belonging to some otlmdwlass than verb,
violates reader expectations; it can also make reader ohesstand what the sentence
is trying to accomplish (Gopen, 2004). The other expeatateaders have regarding
subject and verb is that they will be positioned close to eaitter: when readers
encounter a subject, they start looking for the verb and at@aying much attention
to words between subject and verb; thus it is not recommetaethce anything of
great importance between the subject and its verb (Gop@&4,; 2@brun, 2011; Day,
1995).

Readers also direct other expectations towards subjedtqgroand the beginning of a
sentence (Gopen, 2004; Lebrun, 2011). It is a place fromevieaders expect to find
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information to be used as a context for the whole sentenceddRefave two needs
they wish to satisfy as soon as possible after they starttersegt they want to know
whose storghe sentence is, and they want to knbawthe sentencénks backwards
to the previous sentences (Gopen, 2004). In case of onseckentences or single
clauses, readers interpret “whose story” to be whoever atevier comes first in sub-
ject position; in case of multi-clause sentences the seattands to be interpreted as
belonging to whoever or whatever comes first in subject @sih the sentenceimain
clause(Gopen, 2004). The backward link to the previous sentenatsgsexpected to
be found from the beginning of sentence. This place, at tiggnbang of a sentence,
is called thetopic position(Gopen, 2004; Lebrun, 2011). It holds “old” information
that is used in backward linking, and that usually is fourmfrfithe previous sentence’s
end. Here, “old” information refers to any piece of matetinalt is familiar to the reader
from previous sentences. The length of topic position isfimet: it continues as long
as it is clear that the sentence is beginning; in most casisantludes the subject but
not the verb (Gopen, 2004). In multi-clause sentences, €lacise has its own topic
position.

Besides the beginning of sentences, readers also have atipestegarding the places
of syntactic closure, generally the sentence endings: ¢Rkpgct to find thenost im-
portant informationof the sentence from it (Gopen, 2004; Lebrun, 2011). Thisela
at the syntactic closure is called thigess positionWhereas in the topic position, the
information should be old and familiar, in the stress posiit usually is new (Gopen,
2004; Lebrun, 2011). There are few reasons, why it is recomie@, and why readers
expect the stress position to hold the new and importantnméition. First of all, as
mentioned above, readers tend to pay little attention tasbetween the subject and
verb, thus making placing important information betweensthtwo structural posi-
tions not recommended; on the other hand, stress positioichvgtarts at or after the
verb, is not affected by this reader expectation. Secoiilglish readers tend to enjoy
“delayed gratification”, that is, they enjoy the buildinghse of tension while they read
the sentence, and the moment at the end, when the tensids paed the “mystery” of
that sentence is revealed (Gopen, 2004). Thirdly, Engéslders have a psychological
need for closure and completion; if the sentence does notéhdclear and satisfy-
ing closure, this psychological need fails to fulfill and magve reader unsatisfied
(Gopen, 2004). These three reasons all relate, accordi@Gppen (2004), to an old
idea of readers emphasizing the importance of enditigsstotle, Cicero, and Quin-
tilian all claim the same for the oratorical Latin sentendée principle was reiterated
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in the seventeenth century py] compilers of English handbooks, and then again by
[...] the eighteenth-century Scotsnjer}”, and“It has been reconfirmed by research in
psycholinguistics, cognitive psychology, and compasitieory”. Gopen (2004) also
adds his own interpretation: readers tend to emphasizerssnends, or moments of
syntactic closure, because at that moment they know theysmfreely the remainder

of their so calledreader energy”, which, in turn, produces, to the readers, a sense of
emphasis and arrival.

Reader energy is based on idea that readers have and consunta¢ emergy while
reading different units of written discourse (Gopen, 200#)r instance, readers con-
sume paragraph energy while reading paragraphs, senteerg/evhile reading sen-
tences, and clause energy while reading clauses. Readgyaugisists of two parts:
1) syntactic energy, and 2) semantic eneffyntactic energis consumed to clarify the
structure of discourse unit (e.g. sentence), serdantic energto clarify the meaning
of words (substance) in that unit. These two energy typesraimultaneously while
reading, and are zero-sum in terms of their nature: the tdtahite available reader
energy is divided between these two, so that the more energguired to accomplish
the other, the less is available to the another. For exanf@esentence is structured
in a way that is difficult for the reader, reader has to consumagority of his avail-
able sentence energy to clarify the structure alone, wkdabd to insufficient amount
of energy left to process the substance of sentence. Thigrnneads to difficulties
in comprehending the meaning of that sentence. Gopen (2@ddpares this process
to breathing: when the reader starts a sentence, or otheywige unit, they take a
“breath” and must hold it until the end of that unit when theyncelease it; the same
way the reader regulates his/her reader energy consumptibonly until the end of
that discourse unit is in sight. After that point, the reackan freely use the remainder
of reserved energy to process the last pieces of informatord that, according to
Gopen (2004), is what causes the sense of emphasis and amp®ifior information
located at the syntactic closure of a discourse unit.

Progression between sentences
Progressionis a process of transforming new information to what is kndlagbrun,

2011); it is about using the information from the previoustsace to contextualize
the current one. The previous section, although it alsedutced two important terms

54



used in progression, topic position and stress positisgudsed about sentences as
isolated units. We now focus on relations and progressibndsn sentences.

Table 2 by Gopen (2004) provides a summary of how senteneeggarded as a part
of discourse, with connections to other sentences. Therdasically two possible

progression schemes (Lebrun, 2011):tthy@c based progressigandnon-topic based

progression Table 2 describes the former of these. The following sastatiscuss this

matter in following order: first of the non-topic based preggion, and then, of the
topic based progression.

Table 2: Reader’s expectations towards sentence’s steuetunl substance (Gopen,
2004)

Structure | Topic Stress Fixed
Substance | Old information New, important | Movable
+ backward link information

Non-topic based progressiorhappens, when there is no explicit topic that links sen-
tences together. Instead, progression is establishedghrone of the following (Le-
brun, 2011): 1) through explanation and illustration, 2ptlgh time-based steps, 3)
through logical, sequential steps, or 4) through transiti@rds. Progression through
explanation(point #1) usually happens, when the first of the connectatesees acts
like a question (or is one), and the second offers explandbo that question; the
guestion sentence raises need and expectations for anramgvieh is then fulfilled
in the next sentence, thus establishing progression bataeetences.Progression
through illustrationmeans using visuals to connect sententese-based progression
(point #2) is used with material that contains chronololfycardered steps, and can
be expressed by varying verb tenses (from past to presenbrorgresent to future)
or with adverbs such as “first”, “second” and “finally”; for @xple, methodology
sections usually contain such materiabgical, sequential progressiafpoint #3) is
established when passage of text contains list of items afeaordered numerically,
or by writer defined order, and that follows implicit or exgitilogic (such as cause
and effect); for example, this paragraph so far can be cersitto have followed this
progression type. Finally, point #4 introdugemgression through transition worgds
an issue that has already been mentioned with Introductieinica (Section 3.3 and
Listing 25). Transition words are special words (“in adulifi, “however”, ...; see Ap-
pendix 1 for more examples) that establish somewhat aalifiok between sentences;
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according to Lebrun (2011) they are a topic of controversy, aften merely a “con-
venient way to ignore progression” that should be replacia mwplicit progression.
Some authors, such as Zeiger (2000) regard transitionsiatahle story-telling tech-
nique. Also Lebrun (2011) acknowledges that transitiondsaran be used, when no
other progression scheme can be used; for example whenaomgvo independent
sentences together.

Topic based progressionuses information at topic and stress positions to establish
connection between sentences (Gopen, 2004; Lebrun, 20hé&je are three progres-
sion schemes, or strategies, that are possible resultsirgg fibpic and stress positions
according to expectations: 1) topic changing (Gopen, 20@#yun, 2011), 2) topic
stringing (Gopen, 2004; Lebrun, 2011), and 3) topic stnggwvith topic’s subclasses
(Lebrun, 2011).Topic changingnean, that the topic position of the sentence is filled
with the information from previous sentence’s stress pmsitthis pattern is repeated
for successive sentences. Successive sentences, themdonot discuss the same
topic, nor is it possible to establish lengthy explanatitorsa single topic. Intopic
stringing, on the other hand, a number of sentences revolve aroundstacbnopic.

In topic stringing, the topic position of successive seoagsns filled with same infor-
mation. In topic stringing, therefore, one topic can be exieal and explained in more
detail than in topic changing progression scheme. Thircttopgression scheme, the
topic stringing with topic’s subclassésrelated to topic stringing, with the difference
that the exactly same topic is not used in successive serdernnstead, subclasses,
different aspects of paragraph’s main topic are used irctppsitions in successive
sentences to establish connection between sentences.

Expectations towards paragraphs and progression between &m

Expectations towards paragraphs are similar to expentatlee readers have towards
sentences: readers expect certain structural positiofiidzewith certain substance,
and this certain substance to contain material that esteddilinks between paragraphs
(Gopen, 2004). Instead of topic and stress positions, reaggect to find certain
substance assueandpoint positions in a paragraph (Gopen, 2004).

Theissueof a paragraph refers to intellectual boundaries withinchtithe discussion
of that paragraph is going to, and should, wander (Gopem)208r example, if an
issue is about World War 11, the discussion will, and it is esfed to, cover different
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aspects of the war, like how the 1¥1Airborne Division participated in D-Day, but
not, for example, how the Internet was developed. The igauather words, sets the
context for further discussion. Readers expect to find it fthenbeginning (first, or
near the first sentence) of a paragraph, at the Issue pogiatie 3). They also expect
the issue to be developed further during the discussion.

The point is the most important idea, within the boundaries set by $lseeq, that a
paragraph contains (Gopen, 2004). It is the mental degimé#te reader is wanted to
arrive. Most of the time, readers prefer being explicitiydan a single sentence, told
what the point is (Gopen, 2004). They also expect the poiritetdound at a Point
position (Gopen, 2004). The Point position is either at #s sentence of issue, just
before the discussion begins, or at the last sentence aisdigm, near the ending of
a paragraph (Table 3). Which of these places is preferreddxjers, depends on the
type of paragraph: for the first and last paragraphs of a@eoti the whole document,
the point is expected to come after the discussion; for thet medial paragraphs, it
is the opposite: the point is preferred to come up front. Go@904) explains that
at the first paragraph readers are unfamiliar with the issoe need the context to set
up before reading about the point; at the last paragraphh@wother hand, the point
in the end brings a satisfactory end to the whole discoursegjsatherefore preferred.
The preference for having the point up front at the mediahgeaaphs originates from
the non-linear nature of scientific reading: readers tendad the first and final para-
graphs, but skip the paragraphs between, if they do not imatedg find something
from the paragraph that motivates them to read further.

Table 3: Reader’s expectations towards paragraphs. Reaqexstehe paragraph to
start with issue and either provide the point before theudision, or after it. (Gopen,
2004)

Structure Issue <Point Discussion <Point | Fixed
Substance issue point point, | Movable
First sentence Last sentence

+— Paragraph—

The progressions between paragraphs are similar to thosedre sentences; instead
of topic and stress, readers look for material at the Issdé”amt positions to establish
connection (Gopen, 2004). A progression between paragreg be established by
having material 1) at the end of a paragraph that links fotl&&n the next paragraph,
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or 2) at the beginning of a paragraph that links backward&egptrevious paragraph
(Gopen, 2004). The former case informs reader at the endeofulrent paragraph
what is going to happen next, before moving on to the next die latter case, on
the other hand, is similar to the progression between seaserand its topic—stress
paradigm: in this case, the material at the Issue positiarbeaused to link backwards
either to a) material at the previous paragraph’s Issugipnsivhich can contain issue
and point, or to b) material at the end of previous paragreyiich often contains the
point (Gopen, 2004).

Fluidity metric algorithm

We are now ready to describe the algorithm used to evaluatitylun the current
implementation of SWAN. As a memory refreshment, Table 4reanzes the mean-
ing of topic and stress, and adds some new terstiging topi¢ weak topi¢ strong
stress andweak stressThese terms are an expansion by Lebrun (2011) to the ofigina
topic and stress by Gopen (2004), and are used in the fluijprithm. The fluidity
metrics the algorithm follows, are developed by Lebrun ®0IThese metrics focus
on progression between sentences, and do not evaluate baihewr the subject and
its verb are at suitable distance from each other, or whethgikind of progression
between paragraphs exist. The algorithm, in a form of pseadis, is based on the cur-
rent implementation of SWAN. For the sake of clarity, sonmsslessential parts have
been simplified, or completely omitted. The following pasgghs present major steps
used in the algorithm, as well as corresponding listingssefudocode. The complete
pseudocode for the algorithm is provided in Appendix 3B.

Table 4: Definitions for terms used in the fluidity metric aitfom (Gopen, 2004)

Traditional terms, by Gopen (2004)

Topic Old information that links backwards, found at the begignaf
sentence
Stress New, important information, at the syntactic closure

Expansion for topic and stress, by Lebrun (2011)

Strong topic | Noun found from sentence’s main clauses

Weak topic | Noun or verb-derived noun found from elsewhere in the seetern
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Strong stress

Word suitable for stress, meeting one, or more of the folhgwi
criteria:

1. Word is a noun appearing before the first punctuation mark
2. Word is a verb-derived noun, derived from a verb from thenm
sub-clause

3. Word is a noun appearing after the last punctuation makksbr
conjugated verb

4. Word is a noun of the main clause appearing after the
conjugated verb, and the main clause contains a topic

5. Word is a noun preceded by a number

Weak stress

Word otherwise suitable for stress, but not meeting catér

strong stress

a

The following list describes the major steps used in therélyn. The same major

steps, and how they flow, can be seen in visual form in Figuréh&se steps will be

discussed in the following paragraphs.

1. Pre-process the inputted text.

1.1. Remove literature references from paragraphs.

1.2. Split text into paragraphs.

1.3. Split paragraphs into sentences and label words withgbspeech tags.
1.4. Remove “short stubs” from sentences.

. Take each paragraph under evaluation independentlytfierother paragraphs
(fluidity is not evaluated between paragraphs).

. Process sentences from paragraph one by one until treelasince of that para-
graph is processed. Then repeat the process with the negrpah.

3.1. If sentence under evaluation is the first sentence op#nagraph, define
default word sets and move to next sentence.

3.2. If not the first sentence, flag for potential placeboditeans for sentence
(see Appendix 3 for the full list).

3.3. If not the first sentence, check if the sentence begitiswords that indi-
cate fluidity.

3.3.1. If fluid words are found, define default word sets and/iemim next
sentence.
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3.3.2. Otherwise, check progression of senteficen relation to previous
sentences,,_;.
3.3.2.1. If progression witl§,,_; is found, move to the next sentence.
3.3.2.2. If no progression is found wiff},_1, repeat the process wif),_,,
and if still no progression is found, with, 5.
3.3.2.3. Move to the next sentence and repeat the process.

Move to next
sentence Sn

Define default
word sets

Yes
Sn
Flag for potential S‘};{;S
placebo transitions fluid
words
No
Check progression of Check progression of
Sn related to Sn-3 Sn related to Sn-1
Progres Progres
sion for Check progression of No sion for Yes
Sn related to Sn-2 Sn
found

Figure 4: An overview of fluidity metric algorithm

Step 1.First step of the algorithm is to prepare inputted text f@aleation. This prepa-
ration includes removing literature references (e.g. ‘t8r(2000)", “(Smith, 2000)”",
“[1]”, and “[1, 2, 3]"), splitting the text into paragraphand paragraphs into sentences,
tagging the words (giving part-of-speech categories),reantbving short stubs (short
expressions that start with “it” or “there” and end with “thae.g. “It is obvious that
..."). The pseudocode for this is described in Appendix 3RB,igting 39 (line 25). The
purpose of this preparation is to process text ready for liparithm, and also to re-
move any material that could potentially cause disruptauring evaluation. Example
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1 provides an example input, and output for this step. Ingékample, there was only
one paragraph, and no short stubs, but otherwise the teXtivmawe been split into
paragraphs, and the short stubs would have been removed.

Example 1. Preprocessing
Input

One of the biggest challenges in automatic speaker recognition is obtainamg inv
ance across varying operating conditions, while retaining maximum speaaiker
ability. Different handset type, transmission line/coding, and backgtowise
are typical factors, which lead to signal mismatch across training andnitioog
For a speaker recognition system to be useful in practice it needs tdibezsul
against the mismatch problem. Various approaches have been proposasekf
ling the invariance problem, including robust feature extraction (Mammoale, et
1996), feature normalization (Pelecanos and Sridharan, 2001), rtradsfor-
mation (Kenny et al., 2007; Teunen et al., 2002; Vogt and Sridhararg)280d
match score normalization (Auckenthaler et al., 2000; Reynolds et al.).2000

Output

#1 One of the biggest challenges in automatic speaker recognition is obtaining in-
variance across varying operating conditions, while retaining maximunkspea
variability. #2 Different handset type, transmission line/coding, and background
noise are typical factors, which lead to signal mismatch across trainingeaag-
nition. #3 For a speaker recognition system to be useful in practice it needs to be
optimized against the mismatch proble#id Various approaches have been pro-
posed for tackling the invariance problem, including robust feature atidra
feature normalization, model transformation, and match score normalization.

Sentences are also part-of-speech tagged (see SectiorFdrapstance,
sentence #1 would look like this:

One/CD of/IN the/DT biggest/JJS challenges/NNS in/IN automatic/JJ speak-
er/NN recognition/NN is/VBZ obtaining/VBG invariance/NN across/IN vary-
ing/VBG operating/VBG conditions/NNS ,/, while/IN retaining/VBG maxi-
mum/JJ speaker/NN variability/RB ./.

Steps 2 — 3.After preprocessing, the actual evaluation starts. Th&atian focuses

1This example, and the ones following in this section, use ftexn the following paper: V. Hau-
tamaki, T. Kinnunen, P. Franti (2008). Text-independermager recognition using graph matching.
Pattern Recognition Letter@9(9):1427-1432.
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on one sentence at atime. Itaims in three things: 1) in datgtite topic of a sentence,
2) in detecting the stress of a sentence, and 3) in detedtsgrogression type of a
sentence. Topic is mainly detected by matching words (naums certain situations,
verb-derived nouns) from the sentence under evaluatidntivé previous sentence(s).
Stress words are suitable words that have not been detestexpia words. Topic
and stress words together are referred in the algorithmeasehtence’svordset The
progression type of a sentence depends on how, if at all,i@i®found; whether it is
found from a topic position and from the immediately preocgdientence or further on.
There are, however, a few situations when it is not nece$saise previous sentence(s)
as help: the first of these situations is when the first sesteha paragraph is evaluated
(the other situation will be discussed in the following maephs). This is because each
paragraph is treated as an isolated unit, and thereforerhadintence is not required
to be linked with the last sentence of previous paragraphs ieans, that the first
sentence in a paragraph is given a default wordset and nicydartprogression type.
Example 2 describes one such case. The default wordsetnedei that the sentence
topic is set to be the subjects from the sentence’s main elausl the stress to be all
other nouns and verb-derived nouns; the first sentencesitiie dasis for further topic
matching. The detailed pseudocode is given in Appendix 3Bigting 39 (lines 2 and
59).

Example 2. Processing the first sentence. The sentence is given theltdefmrdset:
main clause’s subjects are set as topic words, and the other and verb-derived
nouns as stress words.

Input

#1 One of the biggest challenges in automatic speaker recognition is obtaining
invariance across varying operating conditions, while retaining maximuakspe
variability.

Output

#1 One of the biggestchallengesin automatic speakerrecognition is obtaining

invariance acrossvarying operating conditions while retaining maximum

speaker variability
The main clause of the sentencairgledined.

Topic words: [one, invariance] (also subjects of the sentence’s main clause)
Stress words [challenges, speaker, recognition, obtaining, varying, operating,
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conditions, retaining, speaker, variability]
Progression type: Not specified

Steps 3.2. — 3.3Sentences following paragraph'’s first sentence are maalyated in
relation to previous sentence(s). The evaluation is tbeegfhore complex and contains
more steps (see Appendix 3B, Listing 39, and line 5 for pseode The first step is
to check the sentence for the so calf@dcebo transitiongStep 3.2.). Placebo tran-
sitions are words such as “additionally”, “furthermore’tdinowever” (see Appendix
3A for the full list) that begin sentences and establishroéteificial connection; should
these occur and the sentence is not otherwise proven to Hedlwarning is given to
the user. Then, regardless of placebo transitions, the&wah continues to check the
actual progression type for the sentence. This containpbssible cases: 1) sentence
is proven to be fluid vidluidity words(the other situation mentioned in the previous
paragraph), or 2) attempted to be proven fluid by usiog-deterministic topic search
with previous sentence(s). First case contains simple wa@atthing by using prede-
fined set of words that establish fluidity (fluid words and mans; see Appendix 3A);
the pseudocode for it is described in Appendix 3B, in Listifg(llhe 66). The latter
case, using non-deterministic algorithm for topic seaiscchore complicated, and will
be discussed in the following paragraph.

Step 3.3.2.The non-deterministic topic search primarily aims in firgdjprogression
with the sentencé),, that is under evaluation and the one immediately preceding i
S,_1. However, that is not always possible, and therefore theckeaill secondarily
try to find progression from sentences downStp 3. As a result of these searches,
the sentence under evaluation has a defined wordset andragsim type, which can
be (in order of decreasing fluidity) eith8uid, inverted topi¢ out of syncor discon-
nected The search consists of two checkups: 1) one directed todigisce’s main
clauses only, and 2) one directed to the full sentence. T$teofithem, the main clause
checkup, starts the checking, and aims in finding the stropg for the sentence; in
other words, it tries to match words at sentence’s main elawth words in previous
sentence’s topic and stress positions (see Appendix 3Bngi88, and line 79 for pseu-
docode). The full sentence checkup, on the other hand, iisesias and verb-derived
nouns from the sentence in order to detect its (weak) topessand progression type
(see Appendix 3B, Listing 39, and line 89 for pseudocode). Astioned earlier, the
primary goal is to find progression with the immediately gdiog sentencs,,_;, but
the algorithm will continue searching connections, if resaey, withS,,_», and if still
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Check sentence
progression with Sn-1

Yes %} No

INVERTED TOPIC
| FLUID || CANDIDATE |

INVERTED
TOPIC Check sentence

progression with Sn-2

UNKNOWN

Check sentence

progression with Sn-3

UNKNOWN
OUT OF
FLUID SYNC DISCONNECTED

Figure 5: Inputs and results for different check rounds imeece progression evalua-
tion.

| UNKNOWN |

no progression, witly,, ;. The check rounds and their results differ from each other.
Figure 5 shows the outcomes of each check round. Next, wegwithrough each of
these rounds.

The first check round, as all check rounds, starts with cimgcs@ntence’s main clauses.
If a strong topic is found, the sentencdligd, and rest of the algorithm only searches
and defines the wordset. If a strong topic is not found, the&tsparch continues in
the second part of algorithm by checking the whole sentefidee algorithm starts
with considering only nouns to be suitable for topic. Wordvioyrd it tries to match
nouns froms,, with topic and stress words frof$},_;. If a match is found, it is marked
as weak topic, and the sentencdlisd (see Example 3). After this point, also verb-
derived nouns are considered suitable to be topic wordsthencest of the algorithm
only searches and defines rest of the wordset; topic wordsearehed only until the
first conjugated verb, after which, nouns, or verb-derivedns that match with topic
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and stress words frori,_;, are considered stress words.

Example 3. Processing the sentences after the first sentence. Fluiehnsen3 with
#2 (S1)-
Input

[...] #2Different handsetype transmission line/coding, and background noise are
typical factors, which lead to signalismatchacrosdraining andrecognition. #3

For a speaker recognition system to be useful in practice it needs tdibezsul
against the mismatch problem.

Output

[...] #2 Different handsettype transmission line/coding, and background
noise are typical factors, which lead to sigmalsmatchacrosstraining and
recogcnition. #3 For aspeakerrecognition systemto be useful inpractice it
needgo be optimizedagainsthe mismatchproblem

The main clause of the sentenceaiiglelined.

Topic words: [recognition]

Stress words[speaker, system, practice, it, mismatch, problem]
Progression type: Fluid; matching word wigy 1 recognition

However, if no topic is found before the first conjugated vierieached, the algorithm
has failed to detect fluid progression between sentefgesnd S,,_;. If, however,
the topic is found after the conjugated verb, the sentenceaiked as aandidate
for inverted topic After the rest of the sentence is processed, the algoritioks! for
the results. If the sentence was marked as fluid, the algor@bntinues to the next
sentence. If the sentence was marked as a candidate faleidepic, the progression
between this, and the previous sentence is markeavasted topic(see Example 4),
and the algorithm continues to the next sentence. If no twpgfound, the sentence is
marked temporarily agnknown and an additional check round, this time wi} s,

is needed.

Example 4. Processing the sentences after the first sentence. Intepedsentence
#2.
Input

#1 Oneof the biggesthallengesn automatic speaker recognitiogsiobtainingin-
variance acrossvarying operating conditionsvhile retainingmaximumspeaker
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variability. #2 Different handset type, transmission line/coding, and background
noise are typical factors, which lead to signal mismatch across traininggaog-r
nition.

Output

#1 Oneof the biggesthallengesn automatic speakerecocnition is obtaining
invariance acrossvarying operating conditionswhile retaining maximum
speaker variability #2 Different handset type transnission line/codng, and
baclground noise are typical factors, which lead to signaimismatchacross

training andrecocnition.

The main clause of the sentenceaiiglelined.

Topic words: [recognition]

Stress words[type, mismatch, training]

Progression type: Inverted topic; matching wrecognition

The second and third check rounds are almost identical Wwétfitst one. The algo-
rithm checks first sentence’s main clauses, and after tieiguth sentence; this time
by trying to match topic and stress words frafn ., if it is the second round, or from
S,_s, ifitis the third round. If a topic is found from the main ckeicheckup, or before
the first conjugated verb from the full sentence checkupeatsof immediately mark-
ing the sentence fluid, an additional checkup will be perfximrhis checkup looks for
the progression types of sentenégs, S, _», and in case of third round, als,_5. If
all of the sentences are either fluid or inverted topic, se@e,, is markedfluid (see
Example 5), otherwiseut of sync If a topic is foundafter the first conjugated verb,
or if no topic is found at all, and it is the second check rouwsddprithm proceeds to
the third check round. If it is already the third check roumd additional check rounds
are performed, and the sentence is markegrn&sown

Example 5. Processing the sentences after the first sentence. Fluieheen#8 with
#5 (S,_3)-
Input

[...] #5 State-of-the-art text-independent spealesognizersuse mearsubtrac-
tion at theutterance leveloften referred to as cepstral mean subtractiok§) in
the contextof cepstralfeatures #6 The assumptiorin meansubtraction is that
all the feature vectordhave been translated by an unknown channel-dependent
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vector. #7 By subtracting the meanfrom both thetraining andtestingvectors
the matching is less affected by thhg&as #8 For clean data (no channel mis-
match), CMS degrades accuracy.

Output

[...] #5 State-of-the-art text-independent spealemognizersuse mearsubtrac-

tion at theutterance leveloften referred to as cepstral mean subtraciCM§) in

the contextof cepstralfeatures #6 The assumptiorin meansubtraction is that

all the feature vectorhave been translated by an unknown channel-dependent
vector #7 By subtracting the meanfrom both thetraining andtestingvectors,

the matching is less affected by thidas #8 For cleandata (no channel
mismatch, CMS degradesccuracy

The main clause of the sentenceaiiglelined.

Topic words: [CMS]

Stress words[data, channel, mismatch, accuracy]

Progression type: Fluid; matching word wishy 3 (#5) CMS; Sentences #6 and
#7 determined fluid previously.

After the progression type is defined, or all possible checkds are went through,
the algorithm does the final definitions for the sentencegriegbroceeding to evaluate
the next one. During the check rounds, the algorithm storedisets for each check
round. If the sentence was marked as fluid or out of sync, théviardset (the one that
will be used by the next sentence) is taken from the latesticieund. If the sentence
was marked as inverted topic, instead of the last, the woirfdsen the first check
round is used. If the algorithm failed to detect progressidth any of the previous
sentences (progression type was marked as unknown), tkenseris considered to
contain a new topic that has nothing in common with the previanes; thus a default
wordset is defined for the sentence and the sentence is giedimal progression type,
disconnectedsee Example 6). After this, the evaluation procedure igaggd with
the next sentence. When all sentences for all paragraphsateated, the results are
given to the user. If a sentence was detected to containhmacansitions, and not
being fluid, a warning is given. The problematic sentenced tapic and stress words,
are highlighted.

Example 6. Processing the sentences after the first sentence. Disttedrsentence
#9.
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Input

[...] #6 Theassumptiorin meansubtraction is that all thefeature vectorhave
been translated by an unknown channel-dependssior. #7 By subtracting the
meanfrom both thetraining andtestingvectors, the matching is less affected by
thisbias #8 For cleandata(no channel mismatghCMS degradesccuracy #9

A general affine channel/environment model includes rotation and sazlithg
feature vectors in addition to the additive bias.

Output

[...] #6 Theassumptiorin meansubtraction is that all thefeature vectorhave
been translated by an unknown channel-dependectior. #7 By subtracting
themeanfrom both thetraining andtestingvectors, the matching is less affected
by thisbias #8 For cleandata(no channel mismatghCMS degradesccuracy
#9 A gereralaffinechamel/ervironmentmodelincludesrotation andscalng of

thefeaure vedorsin addition to the additive bias

The main clause of the sentenceirsledined.

Topic words: [model, rotation, scaling]

Stress words[affine, channel/environment, feature, vectors, addition, bias]
Progression type: Disconnected. No topic word in sentence #9 match tapic a
stress words in sentences #6—#8.
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4 Java implementation of Scientific Writing Assistant

Scientific Writing AssistariSWAN) is a project, that has been under active develop-
ment since 2009 at the School of Computing, University of &adstinland (see Figure

6 for project timeline). The development gréugas consisted of university staff mem-
bers to manage the project, and university students (bostévia and PhD students),
who patrticipate in development for a certain period of tiMike original idea, as well
as the underlying evaluator metrics, have been developddrbjean-Luc Lebrut
who is an independent scientific writing trainer. The proggourpose has been to pro-
duce a computer-assisted tool that can be used to improveddability of scientific

manuscripts.

Autumn 2010: Implementation
for Structure metrics begins

Winter 2010-2011: Further

Summer 2009: LeBrun, on his development and bug fixing

visit to Joensuu, mentions
about his idea, and is looking

Winter 2012: Further

May 2011: SWAN is development and bug

for developers released (v.1.00) fixing
2009 2010 2011 2012 2013
Spring 2010: Nearly all metrics X November 2012: Visual
for Title, Abstract, Introduction, Autumn 2012: Further metrics are

development with new

and Conclusions are developers

implemented. Fluidity metrics

implemented (v.1.11)

prototype begins

are under development. More
focus on, and starting to
implement new GUI

Autumn 2009: Design and
= development of the project

Summer 2011: Lebrun's book
Scientific Writing 2.0: A
Reader and Writer's Guide is
released. SWAN version 1.01
is included in the DVD that
accompanies the book.

Figure 6: Timeline of the SWAN project.

The current implementation (2009—2013) of Scientific Wgtissistant is developed
with Java programming language, and runs in Java Runtimedmient (JRE)ver-
sion 1.6 and newer. SWAN is a multiplatform application,ttkapports operating
systems that can run JRE. These include Microsoft WindowplegMac OS X, and
Linux distributions, such as Ubuntu, that contain graphilesktop. Requirements for

running SWAN are:

e 512 MB or more RAM

» Java Runtime Environment 1.6 or newer

» For 32-bit Operating Systems a 32-bit JRE must be instaBdehit Operating
Systems may run both 32-bit and 64-bit JREs

2http://cs.uef.fi/swan/ menbers. htn
Shttp://www. scientific-witing.com
“htt p: // ww. j ava. cond en/ downl oad/ f ag/ whatis_j ava. xm
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SWAN consists of two kinds of evaluation metrics: manual aotbmatic. Manual
evaluation is a self-test way of getting feedback from a,tartl depends entirely on
user-interaction. Currently, SWAN contains only one mamvaluation task: manual
fluidity evaluation. It is related to the automatic fluidityaduation, and is aimed for
writers who want to test semantic progression for their. téxttomaticevaluation, in
turn, refers to evaluation which is, after some initial visgeraction, done by the com-
puter. All of the metrics described in Section 3 are carrigbatomatically by SWAN.
Automatic evaluation consists of custom code that implem#re quality metrics, and
Natural Language Processing (NLP) tools from The Stanfaatuil Language Pro-
cessing Group that supports the custom code.

User

Evaluator NLP tools
Interface

J_ Input text

Start evaluation

Evaluate(text,settings)

Parse and tag (text)

Result: parsed and tagged
text

> Processing metrics
Evaluation results

Show results -"

T T

Figure 7: An example of basic use flow for SWAN.

The basic use flow for SWAN contains the following major steljsnputting the text,
2) adjusting settings, 3) starting the evaluation, and éving the results (Figure 7).
For inputting, there are three alternatives: either the osnually copy and pastes
text from their source document to SWAN, the user importg tthecument by using
SWAN's semi-manual document structure parser, or the @deads a previously in-
putted text from a SWAN save file. Adjusting settings typligaicludes light manual
work in preparation for evaluation. For example, user isddb join keywords from
the title and select, which reflect contribution, or highligections from the abstract.
Evaluation is automated; it contains rule-based checkawg®rding to the metrics.
The result for evaluation is a list of both potential sugmest for improvements, and

Shtt p: / / www nl p. st anf or d. edu/
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positive mentions, where the text has met the criteria sehéymetrics. The results,
as well the inputted source document and the settings atunés can be saved to the
user's computer.

SWAN employs a set of external libraries. These librariesliated in Table 5. These
libraries are used, for instance, for natural languagegssiag, importing and export-
ing documents, and setting the appearance for the graptseainterface.

Table 5: External libraries used by SWAN. All URLs valid 22613.

Component Usage Component webpage
Stanford Parser | Natural language http://nlp.stanford. edu/
processing sof twar e/ | ex- parser.shtm
Stanford POS Natural language http://nlp.stanford. edu/
Tagger processing sof t war e/ t agger . shtm
SnowBallStemmer Extracting word stems http://snowbal |l .tartarus.org
Apache Tika Extracting documents http://tika. apache. org
Substance Look and feel for the http://insubstantial.github.io/
graphical user interface i nsubstanti al / subst ance
Trident Animation library used by | htt ps:
Substance / / kenai . com projects/trident
Apache Commong Mathematical processing | htt p:// comons. apache. or g/
Math (calculations) proper/ comons- mat h
JFreeChart Generating graphs http://ww. jfree.org/jfreechart
JCommon Used by JFreeChart http://ww. jfree.org/jconmon
XStream Serializing Java objectsto | htt p: // xstream codehaus. org
XML and back

4.1 Automatic Evaluation

The automatic evaluation consists of seven parts: titlstrabt, introduction, conclu-
sions, structure, fluidity, and visuals. Each of these ataus focuses on different
parts or aspects of a scientific paper. First four (titletraas, introduction and conclu-
sions) assess the text quality of theirs respective sect®inucture evaluation focuses
on paper’s outline: headings and sections underneath thduidity evaluation as-
sesses text progression, while visuals evaluation foausessuals (figures and tables)
found from the paper. Each of these evaluations are baseukeaquiality metrics de-
scribed in Section 3.
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e
-~

SWAN D Main My

Scientific Writing Assistant e Paper

— ]
Vi H m Start Evaluation }

Load Save Clear
. Title
Paper sections
P
W] Title Copy aste
Text-independent speaker recognition using graph matching
11 | Abstract
Additional (optional) settings
(¥ Introduction Adjust the keyword information of your title
Join keywords to sensible combinations and set their role {contribution and keyword search category). To get more information,
see Help™.
[¥| Condlusions
Title keyword Contributive Keywords Search category [7]
Text-independent ™) expert search
Readability speaker recognition intermediary search
graph matching (] none
¥ Fluidity
Visuals
Join Split
Visuals
Mark sections of your title

The following sections are usually found in an title; Please mark them if they are in this title (press the Help 2" button for how).
G Impact of your research
& | Main application of your research
® | Used methodology to determine the results of your research

@ | Result(s) or the section corresponding to the contribution of your paper

Answer to questionnaire Click to check updates

SWAN s i ‘ — i ?
3 in | valuation .
Scientific Writing Assistant [ 5 il ; Socts

[

Export
. Title
Paper sections
Titie Sy
Abstract Results for title evaluation:
Introduction (+) Your contribution is placed upfront, at the correct place in the title
Conckisions (+) With 2 search keywords, your title is relatively easy to find
(+) Your title is answering the following question(s) a reader has when looking for a paper.
Readability
« the What (graph matching): standing for the contribution of your paper.
Fluidity « the So What (Text-independent speaker recognition). standing for the impact of your
paper
Visuals

(2) Title attractiveness is low. [more]
(2) Your contribution is scattered across the words of your title. [more]

(?) There also seems to be a disconnection between your titie and your abstract thereby
making it difficult for the non expert reader to follow you. [more]

(2) You have chosen not to answer the following question(s)

« the What For, standing for the application of your paper.
« the How, standing for the methodology used in your paper.

Answer to questionnaire Click to check updates

Figure 8: An example of automatic evaluation. Text can beeeitnsert manually,
or with document import. After some settings (the upper ie)athe evaluation can
begin. After the program has processed through metricstethats are shown (the
lower image)

72



4.2 Manual Evaluation

Manual fluidity evaluation is currently the only manual exation task in SWAN. It is
meant for writers who want to evaluate the semantic progreger a given text. It is
based on the same idea as the automatic fluidity evaluag@ngection 3.6), although
it has been simplified to suit better as a manual task. Instéadking the users to
identify topic and stress from sentences, users are onlyirestjto read a sentence
from the text they have inputted, and answer whether thepoacipate the topic of the
succeeding sentence based only on this given sentence. armehiluidity evaluation
requires substantially more effort from the user than it®@uatic equivalent, but, as
the automatic evaluation is still a work in progress, andgt does not currently work
on semantic level of the text, manual evaluation’s accuigajso greater, and it works
in situations, in which the automatic evaluation fails. Bstuation is described in
Example 7. The automatic evaluation is unable to connectehéences, because they
do not share common words, and because the second sentesaetibegin with fluid
words. A human evaluator, on the other hand, is able to s¢élithas” mentioned in
the first sentence, are related to the “distant relative™dochesticated cat” mentioned
in the second sentence: both a lion and a cat belong to tme fefiecies, and are thus
relatives. The basic algorithm for manual fluidity is givarFigure 10.

Example 7. An example of situation in which the manual fluidity perforbetter than
the automatic fluidity.
Input for automatic evaluation

[#1] Lions hunt large game, such as antilopgt2] The distant relative, the do-
mesticated cat, on the other hand, has to settle for little mice.

Output for automatic evaluation

[#1] Lions hunt largegame such asantilopes [#2] The distantrelative, the
domesticated cabn the other hand, has settlefor little mice

Topic words: [relative]
Stress words[domesticated, cat, settle, mice]
Progression type: Disconnected

The basic idea for the evaluation is to go through, one byalhthe sentences in a text.
Only the sentence that has the focus, is shown fully to the Ug®e other sentences
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| self-evaluston of semantic progressionin your paper Help Close. ‘ ‘ Self-evaluation of semantic progression in your paper Help Close

Can you anticipate what is the topic of next sentence? Progress1/5 | \Mas your anticipation correct? Progress1/5
Technical mismatches between the training and matching conditions adversely affect the Technical mismatches between the training and matching conditions adversely affect the performance of a speaker |
performance of a speaker recognition system recognition system.In this paper, we present a matching scheme which is invariant to feature

rotation, translation and uniform scaling.

Tcan guess what comes next. Lam not sure what comes next. Mearsdiparly st et e
correct! expected. wron

| self-evaluation of semantic progressionin you paper Help Close || | Self-evalustion of semantic progression in your paper Help

Can you now see the connection between this and previous sentence? Progress2/5 | The problematic parts in the semantic progression are shown below Progress5 /5

Technical mismatches between the training and matching conditions adversely affect the performance of a speaker

In this paper, we present a matching stheme which is invariant to feature rotation, transiation recognition System. [CLEAR] In this paper, we present a matching scheme which is invariant to feature rotation,
and uniform scaling The proposed approach uses translation and uniform scaling. [NOT CLEAR] The proposed approach uses a neighborhood graph to represent the
global shape of the feature distribution. [CLEAR] The reference and test graphs are aligned by graph matching and

1he match score is computed using conventional template matching. [NOT SURE] Experiments on the NIST-1999
SRE corpus indicate that the method is comparable to conventional Gaussian mixture model (GMM) and vector
quantization (VQ)-based approaches

Yes, Tcan see the Serry, but st don't see the Previen
connectonnow. || A/ connec ton, results so far I e

Figure 9: An example of manual fluidity evaluatforThe upper-left image shows the
situation at the start of each step. After the user answéidhey can anticipate the

topic, the evaluation asks whether this anticipation waecd (the upper-right image).

If at some point the user cannot anticipate the topic, théipétg of the next sentence

is shown (the lower-left image). After all sentences hasilprecessed, the results are
shown (the lower-right image).

are hidden. Based on this focus sentence, the user is ask#ueawtieey can anticipate
the topic of the next sentence. If the user thinks they caicipate the topic, the next
sentence is shown to them, and the user is asked how coregcattticipation was: a)
perfectly correct, b) not quite the expectation, or c) castgdly wrong. According to
this answer, a progression categoryflafd, not sure or disconnecteds given to the
connection between the sentences. Progression categuirguire” refers to situations,
when the user managed to anticipate the topic somewhatt latsi not entirely as
they expected, and so the writer should consider whethgrribed to change either
of the sentences. After this, the current focus sentenceldeeh, and the sentence of
which topic the user was asked to anticipate, becomes thus feentence. Then, the

5The example uses the abstract from the following paper: \at&taéki, T. Kinnunen, P. Franti
(2008). Text-independent speaker recognition using graptching. Pattern Recognition Letters
29(9):1427-1432. The results of this example are an outcointkiemonstration of this tool, and not
actual results of any evaluation.
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anticipation of the topic of the next sentence based on #wsfocus sentence is asked.
If the user is not sure about the next sentence’s topic, takiatiion shows them a part
of the next sentence: the beginning of a sentence up to thedits The user is asked
again for the anticipation. If they are still not sure abdwét topic, the evaluation shows
the full sentence, marks connection between sentencesoftigcted”, and moves on
to the next one (respectively, if the user was, after sediegoeginning of the next
sentence, sure about the topic, sentences are given psmyrestegory of “fluid”).
The evaluation repeats these steps for every sentencethensiecond to last is given
focus, and the topic for the last sentence is asked. After the results are shown.

Show the whole
first sentence

Can anticipate Cannot anticipate

Topic of the
next sentence
S+ t?

Show the whole
sentence Sy ,q

Show the
sentence Sy 41
up to the first

S, becomes S, sentence
Sne1 n ) verb

Show the rest of the

Not quite sentence S, if not

Anticipation

correct? already shown
topic now?
Fluid | | Not sure | | Disconnected
1]

Sentence progression between S,and S,

Figure 10: Flowchart

4.3 Tools for Natural Language Processing

To support the evaluation metrics, SWAN uses natural lagguyarocessing (NLP)
tools, namely the Stanford Parser and Stanford Part-OéSp@>OS) Tagger libraries.
The Stanford Parser library is a collection of probabtistatural language parsers,
such as optimizedrobabilistic Context Free GrammgiPCFG) and lexicalized de-
pendency parsers, that parse the grammatical structurgieéatext (Klein and Man-
ning, 2003). The Stanford POS Tagger is a library of tools lddael words in a given
sentence with part-of-speech tags (Toutanova et al., 200@) tagger labels POS tags
according to the tagset in Penn Treebank. The Penn Treebamkarge corpus of
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English words, that contains tagset for part-of-speechliayy (Marcus et al., 1993).
The performance tests by Klein and Manning (2002, 2003) lskesvn an accuracy
between 87 % to over 91 % for dependency parsing with the &tariarser, and an
accuracy of approximately 97 % for part-of-speech tagginitp whe Stanford POS
Tagger on the Penn Treebank WSJ (Toutanova et al., 2003).

Part-Of-Speech Tagging

The Stanford POS Tagger is used to detect word classesdjpsipeech) from the
words in the text. This detection divides words to major wdakses (nouns, adjec-
tives, verbs, prepositions, etc) and these major classesubcategories (e.g. nouns
into proper, singular or plural nouns, and verbs into défértenses). The tagged text
Is a basis for nearly all the evaluations in SWAN; it is used ifistance, to detect key-
words from the title, calculate amount of different verbges, or punctuation marks,
or to check if a particular word belongs to a certain word £la&n example of out-
come for detecting part-of-speech for a sentence is showsiimg 36. Each word has
been associated with its Penn Treebank tag. With this ouapuetric could e.g. check
whether the given sentence contains an adjective (andgrcése the result would be
positive: POS tagJ refers to adjectives).

| nput sentence:
The brown dog chases a bl ack cat.

Tagged resul t:
The/ DT, brown/JJ, dog/ NN, chases/VBZ, al/DT, black/JJ, cat/NN, ./.

Listing 36: Tagging a sentence with Stanford POS Tagger. FG8 tags in this
example: DT = determiner; JJ = adjective; NN = noun, singatamass; VBZ =
verb, 3rd ps. sing. present

Parsing and detecting dependencies

The Stanford Parser is currently mainly used in SWAN for aoting grammatical
structure from sentences, splitting a given text into secge, and stemming words.
Extraction of grammatical structure gives informationtbfsom the roles of individual
words in a sentence (e.g. which words are subjects or ohpjestd the relations be-
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tween them (Klein and Manning, 2003); these relations afedctyped dependencies
(De Marneffe and Manning, 2008a,b). The parser bases itdd@thtyped dependen-
cies definitions on the same Penn Treebank tagsets, as th@&@8&r (De Marneffe
and Manning, 2008a). The parser also uses this informati@plitting text into sen-
tences with itswer dToSent encePr ocessor /. Word stemmingmeans computing the
base form of words by removing inflections from the word. Than®rd stemming
tool, calledmor phol ogy, is based on the works of Minnen et al. (2001). In SWAN,
stemmed words are used in comparing words together, to allords with different
inflections to be matched. For increased accuracy in thasg@aasons, SWAN uses
also another stemmer, the SnowBallStenfimehich is based on the classidabrter
stemmer algorithngPorter, 1980). In case of a failure to match words stemmeid wi
the Morphology, the word comparator, as a fallback, stemslsvaith the SnowBall-
Stemmer, and performs second comparison. An example aktbigen in Listing 37.
The result for Morphology is two different words, which cast be compared directly
(although, in this case a suitable regular expression woelkable to match the words).
The result for the SnowBallStemmer, on the other hand, is di@atical strings, which
can be directly compared.

| nput words:
si nul at ed
sinmul ati on

Result with the Morphol ogy:
sinmulated => sinulated
sinmul ati on => sinul ate

Result with the SnowBal | St enmer:
simulated => sinul
simulati on => sinmul
Listing 37: Stemming words with the Morphology and the Snoll&ammer. The
example shows differences between the results of the twianségs.

Table 6 shows two examples of outcomes for parsing a senteitkehe Stanford
Parser. The parser extracts sentence’s grammatical wsteu@@arsed sentence), and
detects typed dependencies between the words in the ser(tgped dependencies).

’See the documentation fromttp://nl p.stanford. edu/ nl p/javadoc/j avanl p/
edu/ st anf ord/ nl p/ process/ Wr dToSent encePr ocessor. ht n
8http://snowbal | . tartarus. org/
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Exanpl e A (active voice
sent ence) :
| nput sent ence:
The brown dog chases a bl ack
cat.
Par sed sentence:
( ROOT
(S
(NP (DT The) (JJ brown) (NN
dog))
(VP (VBZ chases)
(NP (DT a) (JJ black) (NN

cat.)))))

Typed dependenci es:
det (dog-3, The-1)
anod(dog-3, brown-2)
nsubj (chases-4, dog-3)
det(cat.-7, a-5)
anod(cat.-7, black-6)
dobj (chases-4, cat.-7)

Exanpl e B (passive voice
sent ence) :
| nput sentence:
A bl ack cat is chased by the
brown dog.
Par sed sentence
( ROOT
(S
(NP (DT A) (JJ black) (NN
cat))
(VP (VBD was)
(VP (VBN chased)
(PP (I'N by)
(NP (DT the) (JJ brown)
(NN dog.)))))))
Typed dependenci es:
det(cat-3, A-1)
anod(cat -3, bl ack-2)
nsubj pass(chased-5, cat-3)
auxpass(chased-5, was-4)
det (dog.-9, the-7)

anod(dog. -9, brown-8)
agent (chased-5, dog.-9)

Table 6: Examples of parsing sentences with Stanford Pd3sén example sentences
tell the same story, but in different sentence voice.

The parsed output indicates which words in a sentence b&bsame structural groups
(e.g. noun or verb phrases). Both the words in the group angrthgs themselves are
given POS tags. For example, in Example A, the word “dog” leeslgiven a POS tag
NN, which in Penn Treebank refers to “noun, singular or massirg@Js et al., 1993),
and the words “the”, “brown”, and “dog” are detected to bgjoo the same grougr,
which is a tag for a noun phrase. The typed dependence asabysthe other hand,
shows the relations between words. In Example A, words ‘&$laand “dog” form a
relationnsubj , and “chases” and “cat” a relatiatobj . The relationnsubj refers to
nominal subjec{De Marneffe and Manning, 2008a), the syntactic subjectaéase;
in other words, it tells, that “dog” is the subject of this smmce. The relatiodobj
refers todirect object(De Marneffe and Manning, 2008a). That is, the “cat” is the
object of this sentence’s action “chases”. The Example Bvshihe outcome of an
passive voice sentence. Some of the evaluation metricsifelgtroduction) need to
detect sentence voices. It can be done by diagnosing thd tiggendencies of words
in the sentence. The relatioasxpass, csubj pass, andnsubj pass indicate that the
sentence or clause has passive voice. A full list of relai@s and definitions that the
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parser uses, is given in De Marneffe and Manning (2008a).
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5 A Study on the User Experience of Scientific Writing
Assistant

As a part of this thesis, and for assessing the user experieh8cientific Writing
Assistant, we conducted a survey research. Our questienoansisted of 31 ques-
tions. The first six concerned basic demographic infornmagibout the participant
(English language nativeness, occupation, and acadewkgizaund). A total of seven
guestions were used to clarify participant’s backgrounsdientific research: his/her
professional research experience, publication histodyiargeneral, how much time
he/she spents in scientific writing activities. The restha guestions (18 pcs.) con-
cerned participant’s experience in using SWAN, e.g. howmhe'she agreed with the
results they got from SWAN, or how hard it was to use SWAN. Apgig 4 contains
the questions and their answer alternatives.

The aim for this study was to find out

1. How useful SWAN is for the scientific writers?
2. How the users of SWAN experience the tool?

We were also interested in finding out, if there were any thffiees in experienced
usefulness and usage between more the experienced EtENersus novices, and
between those who had attended Lebrun’s writing courseisg¢h®se who had not.

The survey form was created with Google Fofm§he lecturer ofScientific Writing
Skills-course shared the link to the participants at the last délyeofourse, and asked
participants to fill the survey. Filling it was voluntary. t#&fwards, we also added the
link to Scientific Writing Assistant, allowing any SWAN userfill the survey.

After a suitable time, we collected the answers from the tjuesaire. We imported
the answers of the question form to a spreadsheet programhich we did basic
data cleaning and analysis. We also did some regroupingven the professional
research experience groups for comparisons, we mergeditead “4-6 years” (N =
9), “7-10 years” (N = 6), and “Over 10 years” (N = 5) groups ttge. As the main
questions of our data used Likert scale for their answerslag&led that the percentage

%htt ps://docs. googl e. com
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distributions, median, mode, lower and upper quartile wieeemost suitable methods
for summarizing the answers.

5.1 Results

During the time period of August 5th 2012 and April 25nd 20A&ticipants from at
least four different course groups (one in Joensuu, Finland three in Singapore) had
filled our questionnaire. Some participants answered taeyplarticipated in class, but
did not specify where (and when). In addition to this, we nemganswers from SWAN
users who had not participated in any of the courses. Theawotaunt of answers was
65.

Participants

38%
68%
N
5% 5%

= Did not attend » Attented, but did not specify where

Joensuu, Finland 6-8 August 2012 Singapore, 5-7 November 2012

m Singapore, 8-10 October 2012 ® Singapore, 14-16 November 2012

Figure 11: Answers from participants

Participants’ demographic data

The majority of our participants are non-native Englishak@es: 75 % of them are
non-natives, and 25 % natives. They are academically higblycated: 57 % has
Master's degree, and 23 % has Doctor’s degree. They come Vasious fields of
science: computer science, chemistry, physics, mediEinglish language, education,
and psychology, to name a few. The majority of participaaggp(ox. 70 %) have up
to three years of professional research experience (015:y8a %; 1-3 years: 34 %),
although 31 % have 4 to over 10 years of experience. Figurdn@®@ssthese in more
detail. Also, the majority (71 %) tells that they have papi#ated in publishing a paper
either in local or international journals or conferences.
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Professional research experience in Degree of Education

%

(]

years \
= 0-1 years = Bachelor's
degree
9 %‘ = 1-3 years = Master's
degree
= 4-6 years = Doctor's
degree
7-10 years Others
= Over 10 years

Figure 12: Basic data about participant

Participants’ scientific writing activities

We asked the participants about how their time is spent ferdifit writing activities.
While a third (31 %) reported they dedicate only small amoupttp 10 %) of their
working time in scientific writing activities, 38 % dedivateonsiderate (10 to 40 %),
18 % large (40 to 60 %), and 12 % very large (60 to 100 %). Of ttaeie dedicated
to writing, over half (51 %) of the participants spents madertime in improving the
readability of their text, while for a 22 % the amount of tinseémarkable.

Time dedicated to writing activities Time spent improving readability

2%

= Non existent = Can't say

= Trivial share

- - 0
’ S'maII (0-10 % of your 22%
time)
18% = Considerate (10-40% 4 = Moderate share

of your time)
Large (40-60% of Remarkable
your time) share
= Very large (60-100%
of your time)

Figure 13: Participants’ scientific activities

We also asked participants to identify in which parts of stie writing they had dif-
ficulties. Two of the major problems were “presenting thepoge and goal clearly
and interestingly” (25 % of all answers), and “writing fliwd21 %). The least prob-
lematic parts were “making illustrations” (7 %), and “repiog the experiments” (6
%).
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Problematic parts of scientific writing

Presenting the purpose and goal 25%
Writing fluidly 21%
Checking the grammar 15%
Stating the contribution 14 %

Doing a literature review |EE——— 12 %
Making illustrations ~EE————— 7 %

Reporting the experiments '— 6 %

Figure 14: Problematic parts in scientific writing

Participants’ agreement with SWAN

We used a Likert scale from 1 (I do not agree at all) to 5 (I agreepletely) to
investigate participants’ agreement with the evaluatesults they received from using
SWAN. As a whole, both the median and mode values for agreemere 4. No
one disagreed completely with the results they received,temo participants even
agreed completely with their results (from experience gsot-10 years, and Over 10
years). By regrouping the experience groups (0-1 years, @aBsy 4-6 years, 7-10
years, and Over 10 years) to similar sized units, 0-1 ye&@p&2ticipants), 1-3 years
(22 participants), and 4-10+ years (20 participants), #seilts for agreement are the
following: for all groups, median value was the same as tgmlups together, 4; the
mode value was for all groups also 4 (for 4-10+ years, alteres®3 and 4 received
equal amount of votes). Figure 15 presents these results.

All groups (N = 65) Group 0-1 years (N = 23)
54 % 57 %
35 % 39%
0% 3% 0% 4% I 0%
1 2 3 4 5
Group 1-3 years (N = 22) Group 4-10+ years (N = 20)
59 %

45% 45%

189% 23%
10 %
0% l I 0% 0% 0% ’
[ |
1 2 3 4 5

1 2 3 4 5

Figure 15: Participants’ agreement with SWAN by profesaleasearch experience in
years.
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Participants’ usability experience with SWAN

We asked the participants how they experienced SWAN'’s lisabl'hese questions
included asking how hard it was to use SWAN, where they hadlpnoes, and whether
they understood how their results were calculated.

All groups (N = 65) Did attend the course (N = Did not attend the course
44) (N =21)
37 % 43%
iroy 2% 22% B% iy 29%
7% 18% 18% 18% 14 %
il = D1~
1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

Figure 16: Participants’ difficulties with SWAN measureditwscale from 1 (Very
easy) to 5 (Very difficult)

By using a Likert scale from 1 to 5, we asked how difficult to u¥&ASl was (Figure
16). The first option (1), in this case, meant that SWAN way eaisy to use, whereas
the last option (5) meant SWAN was very difficult to use. Wheswad by all partici-
pants, the most frequent (37 % of the participants) answertlrae (3), which as the
scale’s center item corresponds to neither hard nor eagyitdiims next the center item
received nearly identical amount of votes (2: 23 % vs 4. 22 @i).the other hand,
the extreme answers were not as even: while 17 % experientddNSery difficult
to use, only 2 % thought it was very easy to use. Figure 16 ahbkTaalso show par-
ticipants’ answers depending on whether they had atteraedtrun’s course before
filling the survey.

Table 7: Participants’ difficulties with SWAN. The table s¥®statistics for different
groups.

Group Median Mode Quartile Quartile IQR
25% (Q1)  75% (Qs)

All 3 3 2 3

Did attend the course 3 3 2 3

Did not attend 3 2 2 4

To assess what kind of problems participants’ had with SWA®Blasked whether they
understood how to use SWAN, and to identify problems thepentered by selecting
the appropriate options from a prepared list, and if not agrtbase, to input their own.
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There were no restrictions as to how many, or what selectigrasticipant could make.
The options included, among other things, the followingnmrajor problems, problems
with importing, problems with starting the program, andigemns in understanding the
evaluation results. The most frequent answers were: ndfisgmt problems (25 %),
problems with importing paper and/or structure (17 %), amdbjems with starting the
program (14 %). Three participants reported they had otraiems that were not in
the prepared list; these concerned loading a previouskdssession, problems due to
unintuitive user interface, and problems with Java.

Table 8 shows the problematic parts, in addition to all pgréints, by those who had
attended and by those who had not attended to Lebrun’s cptisdo filling the sur-
vey. Those who had not attended to the course, and thus hagbries knowledge
about the principles behind SWAN and no immediate help al& had more prob-
lems with using the program, compared to those who had atendporting paper
and/or structure (23 % vs 14 %), modifying information to @afl6 % vs 9 %), and
with evaluation (6 % vs 3 %). They also considered using SWads lintuitive (19 %
vs 28 %).

Table 8: Problems with SWAN

Percentage of answers to each problem by
Problems All participants  Attended the  Did not attend
course the course
No significant problems (was intuitive) 25% 28% 19%
With importing paper and/or structure 17 % 14 % 23%
With starting the program 14 % 14 % 13 %
In understanding the evaluation results 13% 14 % 10 %
With how to begin using the program 13% 13% 13%
With modifying information to paper 12% 9% 16 %
With evaluation 4% 3% 6 %
Other / With loading previous session 1% 2% 0%
Other / Problems due to unintuitive Ul 1% 2% 0%
Other / With Java 1% 2% 0%

Participants’ experienced usefulness of various parts of \WAN

To assess the performance and usefulness of SWAN as a tawidooving the quality
of scientific manuscripts, we posed a set of questions. Weddstith general questions
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about the performance of SWAN and which part was most and les&$ul, and more
detailed questions with which we wanted to find out whichdead in each individual
part were most and least useful.

All groups (N = 65) Did attend the course (N = Did not attend the course

48 % 44) (N=21)

45 %
41 % 52 9%

37%
29%
9% 79 14 %

1 2 3 4 5

Group 0-1 years (N = 23) Group 1-3 years (N = 22) Group 4-10+ years (N = 20)
48% 48% 45% 50 %

36 %
189% 25% 25%
(]
0% 0% 4% 0% I I 0% 0% 0% I I
||
1 2 3 4 s 2 3 4 s

1

Figure 17: General performance grouped by different uriipgdicipants. The answer
scale was from 1 (Poorly) to 5 (Very well).

With a question that uses Likert scale from 1 (Poorly) to 5r{Meell), we asked
how well in general SWAN performed in its aim to improve wigis quality. The
results for this are presented in Figure 17, and in Table BaFparticipants, the most
frequent answer was 4. This also applied when participaste wegrouped either by
attendance to course, or by their professional researatriexge, excluding the “0-1
years of experience” group, which answered to 3 and 4 equélfythe experience
groups, the one with the most experience (from 4 to over 16syeated more on the
higher end of the scal&);: 3,75 vs 3,0005: 4,25 vs 4,00), than the other experience
groups.

Table 9: Participants’ answers for the general performan@NAN. The table shows
statistics for different groups.

Group Median Mode Quartile 25  Quartile 75  IQR
% (Q1) % (Qs)

All 4 4 3 4 1

By attendance

Attended the course 4 4 3 4

Did not attend 4 4 3 4

By experience
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0-1 years 4 4 3 4
1-3 years
4-10+ years 4 4 3,75 4,25 0,5

w
I
w
IS

In order to get a picture of which parts are considered thet rang least useful in
SWAN, we posed questions, in which the participant couldtirsalect the parts they
felt the most and least useful. Figure 18 presents, whichvpare considered most
useful, while Figure 19 shows, which parts participantssadered the least useful.
Table 10 shows the percentages and actual amount of votegpagaeceived in both
“most useful”, and “least useful” questions; it also shoviffecence between those

votes.
Most useful part of SWAN (all) Most useful part of SWAN (0-1 years)
Introduction evaluation T ———— 01 % Introduction evaluation HEEEE——————— 29 %
Abstract evaluation EET—————— 19 % Title evaluation mEEEE———— 21 %
Manual fluidity evaluation m—— 17 % Manual fluidity evaluation n————— 16 %
Title evaluation mEE———— 16 % Abstract evaluation m——— 13 %
Automatic fluidity... m——— 13 % Structure evaluation s 8%
Structure evaluation m——— 9% Automatic fluidity... 8 %
Conclusions evaluation s 5% Conclusions evaluation mmm 5%
Most useful part of SWAN (1-3 years) Most useful part of SWAN (4-10+ years)
Manual fluidity evaluation HEETETTTEEE————— 26 % Abstract evaluation IEEEEEEEEEEE————— )6 %
Automatic fluidity... EE———— 190 % Introduction evaluation EETT————— 17 %
Introduction evaluation EEE—————— 15 % Title evaluation I————— 15 %
Abstract evaluation mEEE————— 15 % Manual fluidity evaluation —m——— 13 %
Structure evaluation m——— 11 % Automatic fluidity... n——— 13 %
Title evaluation m——— 11 % Structure evaluation ——8 9 %
Conclusions evaluation m 4 % Conclusions evaluation = 7 %
Figure 18: Most useful features
Table 10: Usefulness of the parts in SWAN
Part Most useful (% Least useful (%  Difference
and actual values) and actual values) between votes
Introduction evaluation 21 % (23) 1% (1) 22
Abstract evaluation 19 % (21) 6 % (4) 17
Title evaluation 16 % (18) 9 % (6) 12
Automatic fluidity evaluation 13 % (14) 13 % (9) 5
Manual fluidity evaluation 17 % (19) 25 % (17) 2
Conclusions evaluation 5 % (6) 9 % (6) 0
Structure evaluation 9% (10) 21 % (14) -4
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Other / Visual evaluation -

Other / Can't say

Other / Everything was useful -

1% (1)
1% (1)
12 % (8)

Least useful part of SWAN (all)

Manual fluidity evaluation
Structure evaluation

Automatic fluidity..

Everything was useful
Conclusions evaluation
Title evaluation
Abstract evaluation
Introduction evaluation
Can't say

Visual evaluation

25%
— 0] %

. I——— 13 %

—— 12 %
9 %
9 %
6%

= 1%

= 1%

= 1%

Least useful part of SWAN (1-3 years)

Everything was useful
Title evaluation
Structure evaluation

Manual fluidity evaluation

Automatic fluidity..

Visual evaluation
Conclusions evaluation

Abstract evaluation

5.2 Discussion

I 22 %
I 17 %
I 17 %
17 %

. I 13 %

. 4%
s 4%
. 4%

Least useful part of SWAN (0-1 years)

Manual fluidity evaluation
Automatic fluidity
Structure evaluation
Abstract evaluation

Title evaluation
Introduction evaluation
Conclusions evaluation

Can't say

Least useful part

Structure evaluation
Conclusions evaluation
Manual fluidity evaluation
Everything was useful
Automatic fluidity

Abstract evaluation

I 39 %
.. I 17 %

B 13%

. 9%

. 9%

4%

o 4%

4%

of SWAN (4-10+ years)

I 33 %
I 19%
I 19%
. 14 %

.. I 10%

B 5%

Figure 19: Least useful features

Participants’ agreement with SWAN

Overall, participants agreed with the evaluation resuitsy/treceived from SWAN.
They considered the feedback they got reasonable, anduhelpily 8 % voted to
disagree, and none disagreed completely. Over a third (38€i)er agreed nor dis-
agreed, the majority (54 %) agreed, and few (3 %) agreed aigipl The agreement
was consistent between different professional reseangérince groups: both inex-
perienced, and experienced participants agreed withfiedback (mode and median
values were 4, and lowe€);, and upper()s, quartiles 3 and 4 for all). The patrtici-
pants from the most experienced group, 4-10+ years, didisagee with their results
at all, and 10 % of them even agreed completely. Howeverkehe other groups,
the majority of them did not agree with their results, ingtéaey divided their votes
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between “neither agreed nor disagreed” and “agreed” oplibns, they seemed to be
moderately positive with their results.

Participants’ usability experience with SWAN

In addition to finding out how much participants agreed with teedback they receive
from SWAN, we wanted to see how difficult SWAN is to use. As a lehthe partici-
pants found SWAN neither easy nor hard to use. With(ghédeing 2, and); being 3,
the scale leans to the “easy to use” side.

To see whether there were differences between those, whatteattied to Lebrun’s
course, and those, who had used SWAN without prior inforomative divided the
answers by attendance. Somewhat surprisingly, the gaatits that had attended,
seemed to found, as a group, SWAN a bit harder to use (FigyreH&r mode value
was 3, while for those who had not attended, it was 2 (the seadefrom 1: very easy
to 5: very difficult). However, when the results are viewedldyer and upper quar-
tiles (; and(@3), they indicate a different story: th@; being 4 for those who had not
attended versus 3, for those who had, indicates that thesfognoup answered more
to the “difficult to use” side of scale.

We also asked the participants to identify with which pdmey/tencountered problems
with. As a whole, the most frequent answer was, that they didemcounter any

significant problems, and that SWAN was intuitive to use (26f%nswers). The most
problematic parts concerned importing the paper and itettre into the program

(17 %), and starting the program (14 %). They also did not ydwanderstand the

evaluation results (13 %), how to begin after the programstased (13 %), or how to

modify information to their paper in SWAN (12 %). Those, whadmot attended the
course, encountered more problems (Table 8): option “noifsignt problems (was

intuitive)” received 19 % of their answers versus 28 % fromsinhad attended. They
also encountered more problems with importing the papertarstructure (23 % vs

14 %), and with modifying information to the paper (16 % vs Q %)

The results suggest that users are somewhat confused obhase the program. Im-
porting the paper and its structure requires manual wor#, athough the program
tries to help the user, it seems that the feature is not cleaugh for them. SWAN,
as a Java program, does not integrate to the operating sytsteran as well as some
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native programs (e.g. it does not contain an installer, vesdt create shortcuts to the
desktop), the users seem to have some difficulties in sfettimmprogram. Some of this
may be due to Java technology: we have received reportshbaisers have installed
unsuitable versions of Java for their personal computeng;iwhave cause problems
with SWAN. Some users have also launched SWAN from the wrdagTo decrease
confusion, we have made some modifications as to which fiesnamediately vis-
ible to the user, and from which files the program can be lasdciWe should also
consider, whether we can integrate SWAN better to the ojpgraystem it is run.

Participants’ experienced usefulness of various parts of \WAN

The participants evaluated the general performance of S\W#&M tool for improving
the quality of scientific manuscripts, to be well (Figure I\®e divided the answers by
attendance, and by professional research experience. lButh tvho had attended to
Lebrun’s course, and those who had not, considered SWANrforpewell. The same
applies to the experience groups: the most frequent answatlf but the “0-1 years”
group, was 4 (“well”). The most experienced group (4-10+rgealso considered
SWAN to perform better, than the other experience groupemRhese answers, it
seems, that SWAN is universally among the participantsroegha well performing
tool.

The questions, in which the participants were asked to \@mtthE most and least use-
ful parts of SWAN, reveal that the metrics and results frotndduction, Abstract, and
Title evaluation are considered the most useful (Table TBpse parts received much
positive votes (most useful), and less negative votest(leseful). The automatic flu-
idity was, as the fourth useful part, at the center of the iramkalthough it is the most
sophisticated metric in the program (see Section 3.6), & ma& considered as useful
as one might think (writing fluidly was the second most praidéic part in scientific
writing; see Figure 14). One reason for this might be, thateustanding the results
and the principle behind the metrics requires some backgrmformation. The three
least useful parts were (from the least useful): Structuaduation (9 % of the most
useful, and 21 % of the least useful votes), Conclusions atialu(5 % of most useful,
and 9 % of least useful votes), and Manual fluidity evalua{ibn % of most useful,
and 25 % of least useful votes). The structure evaluatiorntiig associated with the
structure import process, which is considered as the mosigmatic part of SWAN,
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and requires a lot of manual work. The manual fluidity usesstrae basic principles
as its automatic equivalent, but additionally requires naheffort, which may be the
part of the reason of why it is ranked low.

Of the study

Overall we consider the study to be successful. This was thetiime we actively

asked SWAN users to tell their opinions about SWAN: althowgh prior to this study,

already had a questionnaire form included in the SWAN, wendidactively ask users
to fill it, and did not study the answers we received. This otfieestionnaire form was
used as a basis for the one used in this study. By analysingattae we found out
pointers to further development.

There were, however, few things we could have improved:

* Due to limited time, we did not have much time to prepare thestjonnaire
form. The questionnaire form was also developed prior tdeeky the litera-
ture. Thus, some of the questions (those that regarded éfelinisss of different
parts of SWAN) and their answer alternatives could have be@ne accurate. We
could have also added further questions about the probiepeats of SWAN to
get a more accurate view.

* Also, due to the limited time and practical issues, we cawdtl pilot test our
guestions. With a pilot test we might have been able to testafidity of ques-
tions, and identify those that needed revising or that shbale been left out.
For instance, we had two questions with which we wanted todutdf a partici-
pant had participated in Scientific Writing Skills -courséeTirst of them asked
attendance, and the second where and when the course taak flae latter
guestion was optional. The result was that some (N = 9) patits answered
they had attended the course, but did not specify where aed wirhus, we were
unable to compare answers between different course grewps eonsidered the
other too small ¥singapore = 10; N joensuu = 25).

» Due to accident, we did not change, right after putting e gquestionnaire on-
line, the questionnaire form link in SWAN from the old to thewone. There-
fore, some of the participants from the first few courses ansd to the old
guestionnaire instead of the new one. The questionnaifies domewhat from
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each other and their answers are not entirely comparahis;we were unable
to use answers from 46 participants.
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6 Conclusions and future work

In this thesis, we introduced Scientific Writing Assistan¥WS\), a computer-based
tool that can be used to assess, and improve the quality eftdf@ manuscripts.
SWAN was designed by Lebrun (2011), and developed at thedbdicComputing,
University of Eastern Finland. The project started on 2Q04] to this date (2013),
continues actively.

The current implementation for SWAN was developed usin@ Jaegramming lan-
guage. Thus, SWAN is a multiplatform application, and camuein any operating
system, that supports Java runtime environment versio(ot /ewer), and graphical
desktop system.

We performed a study on the users of SWAN in order to find out heeful and

usable SWAN is experienced. Our findings from the study mtgichat SWAN users
generally agree, and find the feedback they receive fromdbk tiseful. Further,

our study revealed that, while it was generally deemed easys¢, SWAN remains
to have some usability problems: users had difficulties imiog the tool, beginning
to use it, and importing their papers. Generally the metiaesl feedback from the
Introduction section were considered the most useful featin the tool. Also, the
Abstract and Title metrics were near to the Introductionha tusefulness ranking.
The structure metrics were, perhaps due to the laboriousenat the structure import
process, considered as the least useful feature.

There are not many computerized tools focusing on purelysaasg and/or improving
the quality of scientific texts. Instead, most of the toolsehocused on a particular
audience, for instance on students and their essays. Duest@hd according to our
findings from the study we performed, we believe, that SWABI fatential to become
a valuable tool for any, who is engaged in scientific writing.

Future work

Next, we will list some suggestions on the short-term, amgés-term work to further
improve Scientific Writing Assistant.

Improve the bug diagnostics.SWAN logs, and gives users a chance to send an error
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stacktrace on crash. However, the diagnostical messagéethatomatically gener-
ated, does not necessarily contain any specific informatidhe error, thus compli-

cating debugging. We suggest, that the logging system tmpeoved to contain more

detailed information of a) on which metric, and b) on whichtjgalar place at the
code the execution is on when the crash occurs. Also, theyistgrs could log other
metric-related diagnostical information about the inpdttext, e.g. if the metric uses

word counts, the logger could include information of the dvoount.

Integrate WordNet to SWAN. Currently, SWAN is unable to get the root form from
a word. This causes problems with matching words with déffiémwvord classes. In

addition to getting the root form¥&VordNet(Miller et al., 1990) is able to return both
thehypernymga more general class of word; e.g. a hypernym for “a dog” ¢ te! “a

mammal”), anchyponymga more detailed class word; e.g. hyponym for “a mammal”

could be “a dog”). This would enable SWAN to do semantic-dadetection and

comparison. The fluidity metrics would benefit most from timgegration as they

heavily depend on finding common words between sentencesfldidity algorithm,

however, sometimes fails in this, as is described in Exampla this example, if the

algorithm would have been able to return the hypernyms fertion” and the “cat”,

it could have matched the hypernym “feline” for the words. é@mple of the results

for processing these words with WordNet are described itheThb.

S: (n) lion, king of beasts,
Pant hera | eo
direct hypernym/ inherited
hypernym/ sister term
S: (n) big cat, cat
S: (n) feline, felid

S: (n) mamal, nmamal i an

S: (n) aninmal, aninmate

bei ng, beast, brute,

creature, fauna

S (n) entity

S: (n) cat, true cat

direct hypernym/ inherited
hypernym/ sister term
S: (n) feline, felid

S: (n) nmamal, nmamalian
S (n) animal, aninate
bei ng, beast, brute,

creature, fauna

S: (n) entity

Table 11: Results for returning the hypernyms for the words”l (on the left) and
“cat” (on the right) with WordNe®. Both words share common hypernyms, with
which they could be matched in word comparison. For simplisome less essential
tree-levels has been omitted for this example.

OWordNet online version (accessed 26.05.2018):t p: / / wor dnet web. pri ncet on. edu/

per |/ webwn



Upgrade the Stanford NLP libraries. The versions of Stanford POS Tagger and
Parser, SWAN currently uses are from 2008; the releaserhiftom Stanford NLP
pagé! lists speed, and accuracy improvements, as well as thréauess on their later
releases. The thread safeness would be especially usedul isoftware: some NLP
processing, such as identifying passive sentences takgsioe; with multiple threads
we could accomplish speed improvements.

Improve the usability of SWAN. The study we performed indicated several usability
problems. The following list contains suggestions basethemesults.

» To make starting SWAN less confusing, we suggest providmupstaller type of
distribution mechanism, instead of the current zip-disttion. This could give
us at least two benefits: 1) The users of MS Windows and Appl¥ &8 ac-
customed to having their software provided with an instatleus SWAN would
integrate better to the operating system, 2) the instatiald; depending on the
operating system, hide unnecessary files, and create asghtwtthe desktop;
thus users would have a clear single point, from which theystart the tool.

« Improve the help documentation to support users more. Ehegages could,
for example, include a tutorial with an example paper, anftegtiently asked
guestions” (FAQ) section.

» According to our study, the document and structure impatcansidered diffi-
cult. However, our study did not specify what makes the imhpoycess difficult;
thus we suggest studying this issue in more detail (see tktesnggestion), and
then applying the findings.

» To identify more usability problems, we suggest condugctam usability re-
search. The study, that was described in this thesis foausee on the general,
and metric-side aspects of SWAN, and allowed only minor $oeun the usabil-
ity. To examine the actual usability, we would have to designew survey,
that has its main focus on usability, and that would recogtire different at-
tributes of usability: easy to learn, efficient to use, easgtmember, few errors,
and subjectively pleasing (Nielsen and Hackos, 1993). thtiah to question-
naire and interview type research, the usability reseasatddnclude inspection
methods, such dseuristic evaluationcognitive walkthroughsandfeature in-
spectiongNielsen, 1994).

Hntt p: // www nl p. st anf or d. edu/ sof t war e
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Refactor the program code. We have not conducted any formal code auditing to
SWAN (nor was it in the scope of this thesis); yet, accordimdghte informal com-
munication between developers and our personal expeggetiwe code quality leaves
room for improvement. A poorly written code slows down deypshent (as a poorly
written scientific text slows down reading), and increasesrisk of defects (Martin,
2008). We suggest familiarizing to principles of clean cadéntroduced e.g. in Martin
(2008), and applying these principles to refactoring. ket (2002) also lists things
that should be considered when refactoring. One of thesenisrgting test cases prior
to refactoring.

Introduce testing more closely to developmentSo far, the testing during develop-
ment has been informal, and whether it has been given endtegitian, is question-

able. We do not suggest any rigid testing procedure, as itdregyuire too much time

from the volunteer-based and part-time developing teamgkier, even a lightweight
testing, as long as it is regular and consistent, may deerémsrisk of introducing

bugs. Generating test cases prior to any larger refactoangbrary update is also

recommended.

Suggestions for improvements in various metricsThe following list contains sug-
gestions to the current metrics.

Fluidity The fluidity metric performs only sentence-level fluidityedking. As de-
scribed in Section 3.6, the fluidity is affected also by thectre of the sentence,
for instance by the subject-verb separation (the more wbete are between the
subject and its verb, the less readable the sentence mainkejdition to this,
the progression between the paragraphs also have impabediutdity. We
suggest to consider including these two factors to the tluidetrics.

Introduction Questions in the Introduction can increase its attracéssr(see Sec-
tion 3.3). Therefore, the metric described in Listing 20rskas occurrences for
guestions. The metric, however, only considers directtipres such as “What
would be, given these requirements, the best way to achievaiim?”, and ig-
nores implicit questions such as “Given these requiremeavgswondered the
best way to achieve the aim.”. To make the metric more aceuve¢ suggest
modifying the metric to consider, to some extent, also thalicit questions.

Conclusions As described in Section 3.4, conclusions should containtioeiof 1)
impact and results of a research, 2) scope and limitatiomsioh research hy-
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pothesis works, and 3) potential future work. Currently,rittegrics only focus on
the future work part, and use word count to determine thelosimns complete-
ness. According to our study, the Conclusions metrics werkec as second
to least useful feature. One way to improve the usefulneasSdaclusions met-
rics might be to include also the first two parts to the metritse user could,
for instance, be asked, similar to the Title, Abstract artbbfuction metrics, to
identify the sentences containing the three parts merdiabeve.

Structure and Conclusions Make the structure more flexible. The paper structure
between the fields of science, and between journals, vary.inStance, some
journals and subjects do not use distinct Conclusions sediid rather have the
conclusions integrated to the Discussion (see Section B feedback we have
received indicates that the audience coming from such fezdil benefit more
from the metrics if the structure could be made more flexitel configurable.
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Appendix 1: Resources used in introduction metrics

This Appendix contains lists of expressions that are judgalethat overstate, are
imprecise or establish transitions. These lists, usedarctirrent implementation of
SWAN, are updates to the lists of what were originally memi in Lebrun (2011),
and are based on the same author's newer experiences frosctidmific writing

courses he organizes.

Judgmental expressions (see Listing 16)

cannot
inefficient
lack

naive

not efficient
not smart
not plausible
slow

unable to

fall
incapable of
lacks
not well
not capable of
not coherent
overlook
tedious
unreliable

fails
ignore
lacked
not reliable
not able to
not detailed
plainly see
time-consuming

failed
is obvious
limited
not robust
not perfect
not good
suffer

time consuming

Overstatements (see Listing 17)

absolutely
acutely
clearly
decidedly
doubtlessly
evidently
inconceivable
indubitable
interestingly
necessary
obviously
sure

totally
unavoidably

absolute
assuredly
completely
definite
effectively
exact
incredibly
inevitable
it is obvious that
never
of course
surely

true
unduly

abundantly
certainly
conclusive
definitely
eminently
exactly
indisputable
inevitably
must

no doubt
pure

acute
clear
conclusively
diametrically
emphatically
extremely
indisputably
inherently
necessarily
obvious

purely

there can be ndotal

guestion that
truly
unequivocally
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unquestionably

without doubt

Imprecise expressions (see Listing 18)

a few
few
less
may
others
some

typically

a number of
frequent
mainly
more
overall
substantial
various

can
generally
major
most
probably
the main
widely

commonly
largely
many
often
several
the majority of

Imprecise expression / Hedge words (see Listing 18)

about
apparently
appears
assume
barely
certain
consistent with
estimated
few
hopefully
indicate
inferred
likelihood
looks like
maybe
mostly
overall
possibility
presume
probable
quite clearly
reasonably
seldom

almost
appear
approximately
assumed
basically
certainly
could
estimates
frequent
hopefully
indicated
infrequent
likely
mainly
might
occasional
partly
possible
presumed
probably
rare
seem
should

apparent
appearance
arguably
assumes
believed
certainty
doubtful
estimation
frequently
improbable
indicates
kind of
look like
many
more or less
occasionally
perhaps
possibly
presumes
putative
rather
seemingly
sometimes
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apparently
appeared
around
assumption
can
conceivably
estimate
fairly
generally
in general
indication
largely
looked like
may
most
often
plausible
presumably
probability
quite
really
seems
somewhat



sort of speculate speculated speculates

speculation suggest suggested suggestion

suggests suppose supposed supposedly

supposes tend tended tendency

tends think that thought that to be expected

to my knowledge  to our knowledge to the best of owncertain
knowledge

unlikely usually very would

Transitional expressions (see Listing 25)

Additionally Also, At the same time,  Alternatively
And, Besides, Furthermore, In addition,
Moreover, On the other hand,
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Appendix 2: Resources used in structure metrics

This Appendix contains lists of non-informative expressiostandard headings in a
scientific paper, and general words and auxiliary verbssgltists, used in the current
implementation of SWAN, are updates to the lists of what werginally mentioned
in Lebrun (2011), and are based on the same author's newerierpes from the
scientific writing courses he organizes.

Non-informative expressions (see Listing 34)

a bit agreatdeal of alack of acquisition
activity all all of another

any anybody anything application
approach architecture bit both
capability characterization comparison computer
concept condition configuration demonstration
development discussion each each other
effect either enough estimate
estimation evaluation everybody everyone
everything example experiment few
formulation  framework generation good
investigation  like literature review lots of
many material measurement model
modification  most most of much
neither no no one nobody
none nothing other overview
parameter plenty of preparation principle
problem procedure process guantification
related works results review round

save section self set

setup several significance significant
simulation some statement statistical
strategy study system technique
test that theoretical these

this those verification what

which who

106



Standard headings (see Listing 34)

Abstract Background Conclusion Conclusions
Discussion Introduction Materials and Methods Methodglog
Reference Related works  Result Results

General words and auxiliary verbs (see Listing 33)

am am not are are not

be been can can not
could could not data do

do not is is not method
might might not must must not
shall shall not should should not
source summary was was not
were were not will will not
would would not
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Appendix 3: Resources used in fluidity metrics

Appendix 3A Resource lists

This Appendix contains lists of placebo transitions, anaifexpressions. These lists,

used in the current implementation of SWAN, are updates e@dlitltis of what were

originally mentioned in Lebrun (2011), and are based on #&meesauthor’s newer ex-

periences from the scientific writing courses he organizes.

Placebo transitions

additionally also and another

besides furthermore however in addition
meanwhile moreover on the other hand  other

the above men- the former the latter the other

tioned

to add

Fluid expressions

admittedly, after afterward again

allin all along these lines,  although as a consequence
as aresult, as expected as soon as, be that as it may
because before but consequently
conversely curiously despite during

equally, even though eventually figure

finally first firstly following

for example for instance for this reason, in a certain sense
in a similar in a way in comparison, in conclusion

in contrast in other words in particular in short

In summary in the first in the same way indeed

initially interestingly it follows itis as if,

last lastly likewise meanwhile,
nevertheless next nonetheless now,

once regardless similarly SO

so far specifically, still, subsequently,

such surprisingly, that is why, the first
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the last the next, the reason then

this this is why thus to conclude,

to elaborate to explain, to illustrate to put it another
way

to put it succinctly to sum up to summarize, ultimately

unexpectedly until up to now, whereas

while while, yet

Listing 38 contains reqular expression that are used inrfaqtluid words at the begin-
ning of sentences. These include alphabet and numberedstd)”, “b)”, “1)”, “2)”,

and ordinal numbers “first”, “second”.

Al phabet bul | ets:
[A-Z]+\\): "A", "B", "O", ...
W([A-Z+H\\): ““(A, ““(B", "(O",

Nunbered bul |l ets:
[1-9]1+\\): "1)", "2)", "3)", ...
W([2-9]+H\\): "(D)", "(2)", "(3)"

Ordi nal nunbers:
"first", "second", "third", "fourth",
[1-9]*1st, [1-9]*2nd, [1-9]*3rd, [4-9]th, [1-9]+0th

Listing 38: Regular expressions used in finding fluid wordshat heginning of
sentences.

Appendix 3B Fluidity algorithm as a pseudocode

The following listing contains pseudocode for the fluiditgtmc algorithm.

preProcess(text)

firstSentence = paragraph. get Sentences().first

sent ence. set Type( NOT_APPLI| CABLE)

set Def aul t Wor dSet ( sent ence)

FOR sentence = paragraph. get Sent ences().second TO
par agr aph. get Sent ences() . | ast

g A WO DN
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© 00 N O

10
11
12
13
14
15
16
17
18
19

20
21
22
23
24
25
26
27
28

29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45

sent ence. set Type( UNKNOVWN)
sent ence. hasPl aceboTransi ti ons(checkPl aceboTransiti ons(sentence))
| F sent enceBegi nsW t hFl ui dWbr ds(sent ence)
sent ence. set Type( FLUI D)
set Def aul t Wor dSet ( sent ence)
ELSE
previ ousSent ence = sentence. getPrevious() //Sn-1 sentence
checkSent encePr ogr essi on(sent ence, previ ousSentence)

| F sentence. get Type() == | NVERTED _TOPI C_CANDI DATE
sent ence. set Type( | NVERTED_TOPI C)
ELSEI F sentence. get Type() == UNKNOMW
FOR offset = 2 TO 3 //check Sn-2 and Sn-3
previ ousSent ence = sentence. get Previ ous(of fset)
/I n-of fset sentence
checkSent encePr ogr essi on(sentence, previ ousSentence)
| F sentence. get Type() != UNKNOMN
BREAK
defi neResul t s(sent ence)

preProcess(text)

/'l use regul ar expressions to detect references

renmoveliteratureReferencesCitations(text)

/1 split by: newine (\n), carriage return (\r) and
par agr aph- separat or characters (\u2029)

par agraphs = splitText!| ntoParagraphs(text)

/1l use NLP tools & WrdSentenceProcessor

spl it AndTagText | nPar agr aphsl nt oSent ences( par agr aphs)

renoveShort St ubs( par agr aphs)

def i neResul t s(sent ence)

| F sentence. get Type() == UNKNOMW
sent ence. set Type( DI SCONNECTED)
set Def aul t Wor dSet ( sent ence)

ELSE
/1 check from which round topics and stresses shoul d be used
| F sentence. get Type() == | NVERTED TOPI C

wor dSet FronRound = 1 // first round (with Sn-1)
ELSEI F sentence. get Type() IN (FLU D, OUT_OF_SYNC)
wor dSet FronRound = sentence.getOfset() // latest round

sent ence. set St rongTopi cs(sent ence. get St rongTopi cs(wor dSet Fr onRound) )

sent ence. set WeakTopi cs(sent ence. get WeakTopi cs(wor dSet Fr onRound) )
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46
47
48
49
50

51
52
53
54

55
56
57
58
59
60
61
62

63
64
65
66
67

68
69
70
71
72
73
74
75
76
77
78
79
80
81

sent ence. set St rongSt resses(sent ence. get StrongSt resses(wor dSet Fr onRound) )
sent ence. set WeakSt r esses(sent ence. get WeakSt r esses(wor dSet Fr onRound) )

renoveShort St ubs( par agr aphs)

short StubStart {TaggedWord("it", "PRP"), TaggedWord("there",
"EX')}
short St ubEnd {TaggedWord("that", "IN')}

sent ences = paragraphs. get Sent ences()
FOR sentence : sentences
| F sentence. startsWth(shortStubStart) AND
sent ence. endsWt h(short St ubEnd)
startlndex = sentence.indexO (shortStubStart)
endl ndex = sentence.i ndexX (short St ubEnd)
sent ence. renmoveWr dsBet ween( st art | ndex, endl ndex)

set Def aul t Wor dSet ( sent ence)

mai nCl auseSubj ects = sent ence. get Mai nCl auses() . get Subj ect s()
sent ence. set St rongTopi csFi nal (mai nCl auseSubj ect s)
nounsAndVer bDeri vedNouns = get Nouns(sentence) +

get Ver bDer i vedNouns(sent ence)
stressWrds = nounsAndVer bDeri vedNouns - mai nCl auseSubj ect s
addSt ressWor ds(sent ence, stressWrds)

sent enceBegi nsW t hFl ui dWor ds( sent ence)

begi nni ngWords = sentence. get Wr dsFronmBegi nning() // words
frombegin until first verb (excl. gerund form
| F begi nni ngWbr ds. cont ai ns(FLU D WORDS) OR // See Appendi x 3A
begi nni ngWor ds. cont ai ns( PRONOUNS) OR
begi nni ngWor ds. cont ai ns( FLU D_WORDS_REGEX)
RETURN TRUE
RETURN FALSE

checkSent encePr ogr essi on(sent ence, previ ousSentence)

sentence.of fset++ // +1 to of fset
checkSent enceMai nCl auses(sent ence, previ ousSent ence)
checkWol eSent ence(sent ence, previousSent ence)

checkSent enceMai nCl auses(current Sent ence, previ ousSent ence)

of fset = current Sent ence. get O f set ()
mai nCl auseSubj ects =
current Sent ence. get Mai nCl auses() . get Subj ect s()
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82 prevSent enceTopi cSAndSt resses =
previ ousSent ence. get Al | Topi cs() +
previ ousSent ence. get StrongSt resses()
83 mat chedWor ds =
prevSent enceTopi csAndSt r esses. get Mat ches( nmai nCl auseSubj ect s)
84 | F mat chedWords NOT enpty
85 t opi cFound(word, STRONG TOPI C, current Sentence,
previ ousSent ence, FALSE, offset)
86 stressWrds = subjects - nat chedWrds
87 addSt ressWords(current Sent ence, stressWrds, offset)
88
89 checkWol eSent ence(current Sent ence, previ ousSent ence)
920 of fset = current Sentence. get O fset ()
91 reachedVerb = fal se
92 reachedTopi cO Mai nSent ence = fal se
93 prevSent enceTopi csAndSt resses =
previ ousSent ence. get Al | Topi cs() +
previ ousSent ence. get StrongSt resses()
94 FOR word : current Sentence
95 reachedVerb = i sVerb(word) OR reachedVerb
96 reachedTopi cOr Mai nSent ence =
current Sent ence. i sMai nCl auseWr d(word) OR
reachedTopi cOr Mai nSent ence

97 | F !'reachedVerb
98 mat ches = prevSent enceTopi csAndSt resses. mat ches(wor d)
99 I F (matches AND i sNoun(word)) OR (nmatches AND
reachedTopi cOr Mai nSent ence AND i sVer bDeri vedNoun(wor d))
100 t opi cFound(word, WEAK TOPI C, current Sent ence,
previ ousSent ence, FALSE, offset)
101 reachedTopi cOr Mai nSent ence = true
102 ELSEI F i sVer bDeri vedNoun(wor d)
103 addStressWrds(word, offset)
104 ELSE
105 | F current Sent ence. hasTopi c(of f set)
106 I F i sNoun(wor d)
107 addStressWrds(word, offset)
108 ELSEI F i sVer bDeri vedNoun(wor d)
109 mat ches = prevSent enceTopi csAndSt resses. mat ches(wor d)
110 | F mat ches
111 addStressWords(word, offset)
112 ELSE
113 mat ches = prevSent enceTopi csAndSt resses. mat ches(wor d)
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114
115

116
117
118
119
120

121
122
123
124
125
126
127
128

129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150

151

| F mat ches AND i sNoun(wor d)
t opi cFound(word, WEAK TOPI C, current Sent ence,
previ ousSent ence, TRUE, offset)
reachedTopi cOr Mai nSentence = true
ELSE mat ches AND i sVer bDeri vedNoun(wor d)
addStressWrds(word, offset)

t opi cFound(topi cWrds, topicType, sentence,

reachedVerb, offset)

previ ousSent ence,

|F offset == 1 // checking the Sn-1 sentence

| F 'reachedVerb

sent ence. set Type( FLUI D)

ELSE

sent ence. set Type(| NVERTED_TOPI C_CANDI DATE)
ELSE // checking the Sn-2...3 sentences

I F reachedVerb

| F sent encesBet weenFl ui dOr | nvert edTopi c(sent ence,

pr evi ousSent ence)
sent ence. set Type( FLUI D)

ELSE

sent ence. set Type( OQUT_OF_SYNC)
| F topi cType == WEAK TOPI C
I F !'sentence. get StrongTopi cs(of fset). contai ns(topi cWrds)
sent ence. addWeakTopi cWor ds(t opi cWor ds,
ELSEI F topi cType == STRONG TOPI C
sent ence. addSt r ongTopi cWr ds(t opi cWor ds,

addStressWor ds(sent ence,

stressWrds)

FOR stressWord I N stressWrds
I F isStrongStress(sentence, stressWrd)
sent ence. addSt r ongSt r essWor ds( st ress\Wor d)

ELSE

of f set)

of f set)

sent ence. addWeakSt r essWor ds( st ressWor d)

i sStringStress(sentence,
| F i sNoun(stressWrd)

stressWrd)

| F appear sBef or eFi r st Punct uati onMar k(stressWrd, sentence) OR

appear sAft er Last Punct Or Conj Ver b(stressWrd, sentence)

RETURN TRUE

| F sent ence. get Mai nCl auses() . contai ns(stressWrd) AND
sent ence. get Mai nCl auses() . cont ai nsTopi c()

RETURN TRUE
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152
153
154

155
156

| F sent ence. get Precedi ngWor d(stressWrd) . i sNunber ()
RETURN TRUE
ELSEI F i sVer bDeri vedNoun(stressWrd) AND
sent ence. get Mai nCl auses(). cont ai ns(stressWrd)
RETURN TRUE
RETURN FALSE

Listing 39: Complete pseudocode for the fluidity metric aition
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Appendix 4: Questions used in the study

This appendix contains the questions used in the studyideddn Section 5. Tables
15-19 list the questions, the answer types (single-satadtj-select, Likert scale, or
text), the answer alternatives, whether the answer alieesaincluded “Other” op-
tion, into which the participant could freely input text,dawhether the question was
compulsory.

The total amount of question was 31. Questions 1-6 were glaotitipants’ basic de-
mographic data. Questions 7—-13 regarded participanehsfic writing background.
Questions 14-31 considered SWAN.
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Table 15: Questions and answer alternatives: 1-9/ 31

Answer alternatives

Questions

Type

1 2 3 4

“Other”
option

Requi-
red

1. Are you a native English
speaker?

Single

Yes No

No

Yes

2. What is your degree of
education?

Single

Undergraduate Bachelor’s degree Master’s degree Dodegeee

Yes

Yes

3. What is the subject of
your degree of education
(e.g. major subject)?

Text

No

Yes

4. What is your current
occupation/job title?

Text

No

Yes

5. What is your background
knowledge regarding the
book “Scientific Writing: a
reader and writer’s guide”
and Scientific Writing Skills
class?

Single

| have not participated | have studied | have attended to
to Scientific Writing Lebrun’s book but not Lebrun’s Scientific
Skills class by taken part to his Writing Skills class.
Jean-Luc Lebrun and | Scientific Writing

am not familiar with Skills class.

his book “Scientific

Writing: a reader and

writer's guide”.

No

Yes

6. If you ticked the last one
of the previous question,
you may also indicate
where and when you
participated to the Scientifig
Writing Skills course. (Not
compulsory)

Text

No

No

7. What percentage of your
total working time is
dedicated to scientific
writing activities?

Single

Non existent Small (0-10 % of your Considerate (10-40 % Very large (60-100 %
time) of your time) of your time)

No

Yes

8. How many journal
publications have you
produced?

Single

0 journal publications  1-3 journal 4-10 journal
publications publications

No

Yes

9. How many conference
publications have you
produced?

Single

0 conference 1-3 conference 4-10 conference
publications publications publications

No

Yes
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Table 16: Questions and answer alternatives: 10-16 /31

Answer alternatives

Questions Type 1 2 3 4 5 6 7 “Other”| Requi-
option | red
10. Where have you Multi | have | have | have | have | haven't No Yes
published? published  published published published published
ininterna-  inlocal ininterna-  inlocal
tional conferences tional journals
conferences journals
11. How many years of Single | 0-1 years 1-3 years 4-6 years 7-10 years Over 10 No Yes
professional research years
experience do you have?
12. Which parts of the Multi Stating the  Writing Reporting  Doing a Making Checking Presenting No Yes
paper writing did you find contribu- fluidly the experi- literature illustrations  the the purpose
the most problematic? tion ments review grammar and goal
(correct clearly and
tenses, interest-
word order, ingly
etc.)
13. How much time do Single | Trivial Moderate Remarkable Can't say No Yes
you use on average to share share share
improve the readability of
the texts you author
compared to overall time it
takes to write the texts?
14. How well in general Likert | 1: Poorly 2 3 4 5: Very No Yes
did SWAN performasa | scale well
tool for improving the
quality of scientific
writing?
15. How difficult was it in | Likert | 1: Very 2 3 4 5: Very No Yes
general to use the scale | easy difficult
software?
16. Did you understand | Multi Yes, itwas | had | had | had | had | had | had Yes Yes
the path from starting the intuitive problems problems problems problems problems problems in
software to getting with with howto  with with with with understand-
evaluation results? starting the  begin using importing modifying  evaluation ingthe
program the program my paper information evaluation
and/or to my paper results | got

structure
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Table 17: Questions and answer alternatives: 17-22 / 31

Answer alternatives

Questions Type 1 2 3 4 5 6 7 “Other” | Requi-
option | red
17. How much did you Likert | 1:1didn't 2 3 4 5: | agreed No Yes
agree with the results scale | agree atall completely
SWAN gave you?
18. Did you understand | Single | Connections | Connections No Yes
connections between the were easy understood were hard
metrics and the results you to them most  to
got? understand ofthetime understand
19. What was the best part Multi | Title Abstract Introduction Conclusions Structure Automatic  Manual Yes Yes
of the software? evaluation evaluation evaluation evaluation evaluation fluidity fluidity
evaluation  evaluation

20. What was the least Multi | Title Abstract Introduction Conclusions Structure Automatic ~ Manual Yes Yes
useful part of the evaluation evaluation evaluation evaluation evaluation fluidity fluidity
software? evaluation  evaluation
21. What kind of Multi How to How the How to How the Which | did not No Yes
information regarding to use/have title relates  make the contribu- sections use this part
the title did you find most title search  to other titte more tion should you should of SWAN
useful? keywords sections of clear and be placed/- havein

scientific attractive considered your title

text (e.qg. in your title

the

connection

between

title and

abstract)
22. What kind of Multi How to How the How to How the Which | found | did not No Yes
information regarding to use/have title relates  make the contribu- sections everything  use this part
the title did you find least title search  to other title more tion should you should useful of SWAN
useful? keywords sections of  clear and be placed/- have in

scientific attractive considered your title

text (e.g. in your title

the

connection

between

title and

abstract)
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Table 18: Questions and answer alternatives: 23-26/ 31

Answer alternatives

Questions Type | 1 2 3 4 5 6 “Other” | Requi-
option | red
23. What kind of Multi How the Which What other How to make |did not use No Yes
information regarding to abstract sections elements your abstract  this part of
the abstract did you find relates to should be should bein  more SWAN
most useful? other sections available in an an abstract attractive (e.g.
of a scientific  abstract and in (e.g. the use  hints about the
text which order of numbers use of tenses)
they should be brings
precision to
the results in
abstract)
24. What kind of Multi How the Which What other How to make | found I did notuse  No Yes
information regarding to abstract sections elements your abstract  everything this part of
the abstract did you find relates to should be should bein  more useful SWAN
least useful? other sections available in an an abstract attractive (e.g.
of a scientific  abstract and in (e.g. the use hints about the
text which order of numbers use of tenses)
they should be brings
precision to
the results in
abstract)
25. What kind of Multi How to make How you Which words  How you | did not use No Yes
information regarding to introduction should you should should end this part of
the introduction did you more personal considerthe  avoid in order your SWAN
find most useful? and engaging length and not to e.g. introduction
(e.g. theuse variation of bring in order to
of personal sentences/sen- imprecise tone make it more
pronouns) tence to you interesting
segments introduction
26. What kind of Multi How to make How you Which words  How you | found Ididnotuse No Yes
information regarding to introduction should you should should end everything this part of
the introduction did you more personal considerthe  avoid in order your useful SWAN
find least useful? and engaging length and not to e.g. introduction
(e.g. theuse variation of bring in order to
of personal sentences/sen- imprecise tone make it more
pronouns) tence to you interesting
segments introduction
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Table 19: Questions and answer alternatives: 27-31/ 31

Answer alternatives

Questions Type 1 2 3 4 5 6 “Other” | Requi-
option | red
27. What kind of Multi What should  Which tenses | did not use No Yes
information regarding to be included in should be this part of
the conclusion did you the conclusion used and SWAN
find most useful? text (e.g. few  which
words about  shouldn’tin
future work) the conclusion
28. What kind of Multi | What should  Which tenses | found | did not use No Yes
information regarding to be included in should be everything this part of
the conclusion did you the conclusion used and useful SWAN
find least useful? text (e.g. few  which
words about  shouldn’t in
future work) the conclusion
29. What kind of Multi | What causes  What the What the In general, | did not use No Yes
information regarding to sentence inverted topic  stresswords  how to make this part of
the fluidity (automatic) fluidity to be isand howit areandhow  sentences SWAN
did you find most useful? disconnected affects the they affect the more fluid
(e.g. isolated fluidity fluidity
topics)
30. What kind of Multi | What causes What the What the In general, | found I did notuse No Yes
information regarding to sentence inverted topic  stresswords  how to make  everything this part of
the fluidity (automatic) fluidity to be isand howit areandhow  sentences useful SWAN
did you find least useful? disconnected affects the they affect the more fluid
(e.g. isolated fluidity fluidity
topics)
31. Other feedback Text No No




