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#### Abstract

From the theory of algorithms, we know that the time complexity of finding the optimal solution for a traveling salesman problem (TSP) grows exponentially with the number of targets. However, the size of the problem instance is not the only factor that affects its difficulty. In this paper, we review existing measures to estimate the difficulty of a problem instance. We also introduce MST branches and two other measures called greedy path and greedy gap. The idea of MST branches is to generate minimum spanning tree (MST) and then calculate the number of branches in the tree. A branch is a target, which is connected to at least two other targets. We perform an extensive comparison of 11 measures to see how well they correlate to human and computer performance. We evaluate the measures based on time complexity, prediction capability, suitability, and practicality. The results show that while the MST branches measure is simple, fast to compute, and does not need to have the optimal solution as a reference unlike many other measures. It correlates equally good or even better than the best of the previous measures - the number of targets, and the number of targets on the convex hull.


Keywords: TSP; open-loop TSP; difficulty of instances; MST; human TSP solving

## 1. Introduction

Traveling salesman problem (TSP) aims to find a tour that visits all targets and then returns to the origin. We refer to this as the closed loop variant of TSP. The less studied open loop variant excludes the return to the origin. Solving TSP is challenging for both computers and humans. Both open and closed loop variants are shown to be NP hard [1], and consequently, exponential time consuming for computers. Therefore, computers can efficiently solve only small-size instances.

Orienteering is a popular outdoor sport where the goal is to visit targets in nature. A variant of orienteering is rogaining [2] where the goal is to visit as many targets as possible within a given time limit. Another variant is a mobile orienteering game called Mopsi orienteering, O-Mopsi [3], where players navigate using smart phone positioning. Their difference to classical orienteering is there is no pre-defined order of visiting the targets. The game playing implicitly includes the open-loop traveling salesman problem.

Although the sizes of the O-Mopsi game instances are small ( $N=4$ to 27 ), only $18 \%$ of the players managed to find the optimal order while playing the game instances [4]. Players very often settle into simpler heuristics like the nearest neighbor strategy or some randomized strategy, which rarely results in the optimal solution. This indicates that even small size instances can be difficult for human players. However, some problem instances appear to be significantly more difficult than other instances.

Human problem-solving skills have also been studied in the literature. Solving TSP instances is like solving a puzzle that requires visual-spatial abilities [5,6]. From the algorithm theory, we know that the time complexity of finding the optimal solution is exponential with the number of targets. However, results from the literature have also shown that human efficiency reduces linearly or near-linearly with the increasing problem size [7,8]. The difference is that these papers measure how close the human solution was to the optimal, not how much effort they need to find the exact optimal tour.

It was concluded both in [9] and in [10] that size is not the only factor that affects the difficulty of a problem instance. Three O-Mopsi game instances shown in Fig. 1 have almost the same number of targets. Despite this, the first example (Otsola) is significantly easier to solve than the other two because the targets have an almost linear structure that is easy to follow from north to south. The second example (Hukanhauta 3 km ) is somewhat more difficult, but the third example (Christmas Star) is the most difficult among these for humans to solve.

An open question is how to estimate the difficulty of a given TSP problem instance for humans and algorithms to solve. Exact solvers require a considerable amount of time and heuristics often produce only sub-optimal results. The number of targets is clearly one affecting factor but there are other factors.

It was claimed in [11] that the structure of the instance is very important to measure its complexity. They analyzed the behavior of two algorithms: one exact solver - Concorde [12] - and one heuristic - Helsgaun's implementation of Lin-Kernighan's algorithm [13]. They recognized that structured instances (grid structure and fractal curve) require less computational time to solve by the algorithms than random targets.

In [14] it was claimed that meticulous statistical methods can efficiently estimate the execution time of an algorithm for computationally hard problems. They surveyed the performance of such a statistical model called empirical hardness model for different types of combinatorial hard problems including TSP.

The difficulty of the TSP instance was measured in [15] using ant colony optimization algorithm without local search and compared the cases whether the targets are clustered or distributed randomly. They represented a TSP instance as a network structure using the so-called LRNet algorithm [16]. They found out that clustered instances are more difficult to solve than non-structured instances.


Figure 1. Three examples of similar size problem instances (top) with different difficulty levels. The optimal solutions (middle) and the corresponding MST (bottom) with the number of branches. are also shown.

We have selected 8 measures from the existing literature and introduce 3 new measures of our own for detailed comparative testing. The measures are:

- Problem size ( $N$ ) [1]
- Number of targets on the convex hull $(H)$ [9]
- Convexity (C) [17]
- Number of indentations (I) [18]
- Number of intersections (X) [19]
- Regularity of targets $(R)$ [6]
- Path complexity ( $P C$ ) [5]
- Circularity $(O)$ [17]
- MST branches ( $M$ ) (new)
- Greedy path (GP) (new)
- Greedy gap (GG) (new)

To estimate the usefulness of the measures, we evaluate their performance using the following four criteria, which all are relevant to practitioners:

- Prediction capability
- Need to have the optimal solution
- Processing time
- Simplicity of the implementation

The prediction capability estimates how well the measure correlates to human performance or computer processing time. A good measure should also work in real life situations outside the laboratory environment.

A major bottleneck of several existing measures is that they need to have the optimal solution as a reference. This is acceptable for problem instances with known optimum, or small problems, for which the optimum can be solved in a reasonable time. However, computing the optimal solution can be too slow for real-time situations and can be a severe restriction on the practical usefulness of such measures.

The measure should also be computable and simple to implement. A reasonable amount of time can be allowed for the implementation and running, but huge implementation complexity tends to decrease the willingness of practitioners to adopt the measure. Fortunately, most of the existing measures are fast to compute and very simple to implement, and therefore, meet these two criteria.

Minimum spanning tree (MST) is a closely related graph problem to TSP. Its goal is to connect all the targets using a tree structure by minimizing the total distance of the selected connections. MST is significantly easier to solve than the TSP. Kruskal [20] and Prim [21] are two well-known examples of greedy algorithms to find the optimal solution. With sophisticated data structures like union-heap, they require only about $\mathrm{O}\left(N^{2}\right)$ time. This is several orders of magnitude faster than the exponential $\mathrm{O}\left(2^{N}\right)$ time required to find the optimal solution.

From the algorithmic perspective, while TSP and MST problems are at completely different complexity levels, they share a lot of common. Specifically, algorithms for the easier MST problems have been utilized for developing algorithms for the more difficult TSP problem. For example, the classical Christofides algorithm [22] starts from the minimum spanning tree. Creating additional links allows us to generate an approximation TSP tour in polynomial time. A greedy heuristic called Insertion algorithm as introduced in [23]. It corresponds to Prim's algorithm, while [24] showed how Kruskal's algorithm can also be modified to create a solution for the open-loop TSP. It is also possible to convert MST to TSP path by a series of link swaps [25]. MST was utilized in [26] to provide an estimation of the lower limit for the TSP tour length.

From the human problem-solving perspective, MST and TSP also share a lot of common features. It was shown in [5] that human performance in solving MST and TSP correlates highly (0.66). The common ability to solve these two problems is to perceive the visual structure. In [6] it was shown that human solutions for both MST and TSP are affected by the spatial distribution of the targets. For both problems, human performance degrades gradually when the problem instance changes from highly clustered to random and regular instances. O-Mopsi players were recognized to often settle into a simple nearest neighbor strategy in [27], which is very close to the greedy strategy used for creating the minimum spanning tree. All these evidences indicate that MST and TSP are closely related problems in the context of human problem solving.

In this paper, apart from the review of the existing methods, we also propose a method based on the MST solution to estimate the difficulty of a TSP problem instance. We first note that the solution for an open-loop TSP is also a spanning tree, although not necessarily the minimum one. The idea here is to count the number of branch targets in the minimum spanning tree. A branch is a target that connects with two or more other targets. A spanning tree can have branches while TSP cannot. We hypothesize that the more there are branches in the minimum spanning tree, the more difficult it is to find the optimal TSP solution for the corresponding problem instance.

Fig. 1 shows three problem instances and their corresponding MST solutions. The first case (Otsola) is also optimal for TSP because there are no branches. The second case (Hukanhauta 3 km ) has one branch; the solution is close to the optimal TSP path. The third case (Christmas star) contains three branches, and it is the most difficult among these three. It is not obvious how the MST solution could help to find the TSP solution.

We evaluate the methods how well they correlate to human performance. We measure human performance in two alternative ways. First, we study how close humans can reach the optimal when playing O-Mopsi games in the real-world environment. Second, we study how fast humans can find exactly the optimal solution using a computer interface. The results show that MST branches has as good predicting capability as the best existing measures and is better when compared against human performance. For computer processing time, the number of targets $(N)$ is a slightly better predictor than MST branches, but only by a small margin.

The rest of the paper is organized as follows. In Section 2, we review the measures and the related results found in the literature. In Section 3, we define our evaluation methodology and then provide experimental results in Section 4. Conclusions are drawn in Section 5.

## 2. Complexity measures

Several researchers have studied the complexity of the TSP instances to estimate the difficulty either to a human or to a computer algorithm. Next, we review the following existing measures and add three others that have not been considered before:

- Problem size ( $N$ ) [1]
- Number of targets on the convex hull $(H)$ [9]
- Convexity (C) [17]
- Number of indentations (I) [18]
- Number of intersections ( $X$ ) [19]
- Regularity of targets $(R)$ [6]
- Path complexity $(P C)$ [5]
- Circularity $(O)$ [17]
- Number of MST branches $(M)$ (new)
- Greedy path (GP) (new)
- Greedy gap ( $G G$ ) (new)


### 2.1. Problem size ( $N$ )

Papadimitriou showed in [1] that both the Euclidean closed- and open-loop TSPs are NP hard problems. This means that the time for finding the optimal solution by computer grows exponentially with the problem size. Thereby, the size of the problem is the most obvious measure.

### 2.2. Number of targets on the convex hull $(H)$

A convex hull is the shortest enclosing polygon of a given point set in the plane. MacGregor and Ormerod [9] collected TSP solving data from volunteer participants. They calculated the percentage of extra path length over optimal (PAO) for those data. We refer to this as gap. They also compared the solutions of all participants for each instance. They calculated the frequency of all existing links for all different solutions the participants chose for a problem instance. Then they calculated the response uncertainty using Shannon entropy from those frequency values. From these two measures, they showed that the number of targets located on the convex hull affects human performance. They first demonstrated that human performance is better for an instance with more hull targets. Similar results were later obtained in [28].

Although the measure was originally designed for closed-loop cases, it does apply (to a certain extent) to open-loop cases as well. Simply by removing the longest link from the hull we can have a relevant reference path for the open-loop case. The difference of removing one link can be significant with small instances but is negligible with large-scale instances [29]. Chronicle et al. [10] studied human performance in solving the open-loop instance, and based on the gap and response uncertainty, they concluded that human performance in solving the open-loop TSP improves when there are fewer points on the hull.

To count the number of targets on the convex hull, we first calculate the convex hull using Monotone chain algorithm by [30] and then divide the number of targets on the convex hull by the total number of targets:

$$
\begin{equation*}
P=\frac{C H}{N} \cdot 100 \% \tag{1}
\end{equation*}
$$

Here $P$ is the relative number of targets on the convex hull (\%), CH is the total number of targets on the hull, and $N$ is the problem size. Examples of the calculations are shown in Fig. 2.


Figure 2. Examples of measuring the number of targets on the convex hull

### 2.3. Convexity (C)

Ormerod and Chronicle [31] showed that the optimal solution of a TSP is more attractive to a human than a sub-optimal solution. Vickers et al. [17] showed that convexity is a better measure of attractiveness than the number of targets on the convex hull based on a survey of volunteer participants. Convexity is based on the convex hull. It estimates how well the optimal solution resembles the convex hull polygon by measuring the area of the polygon ( $A_{T S P}$ ) created by the optimal TSP tour, relative to the area of the convex hull of the problem instance $\left(A_{C H}\right)$. The measure is calculated as the ratio of these two:

$$
\begin{equation*}
\text { Convexity }=\frac{A_{T S P}}{A_{C H}} \tag{2}
\end{equation*}
$$

Dry and Fontaine [32] experimented on the convexity measure but with their dataset, convexity did not predict the difficulty well. They studied closed problem instances. In the open-loop case, the optimal solution is a path not a tour. To be able to use the measure in our case, we first connect the terminal nodes of the path to create a polygon of the optimal TSP path, see Fig. 3.


Figure 3. Area enclosed by the optimal loop and by the optimal path

The optimal solution for the closed-loop TSP is always a polygon that does not cross itself. We can calculate the area of such a simple polygon by Surveyor's area formula [33]. In contrast, polygons created from the open-loop TSP solutions can be self-intersecting, see Fig. 3. For this reason, we need to divide such a polygon into non-intersecting sub-polygons based on the intersecting targets before applying the Surveyor's formula. The last two examples of Fig. 3 have one intersecting point in each.

Another issue with the convexity measure is that we need to calculate the optimal TSP solution before being able to apply the measure. We use Concorde solver [34]. However, the Concorde solver is designed for closed-loop cases only. As explained in [1], and later shown in practice in [27], we add a phantom node to the open-loop instance and solve the closed-loop problem using Concorde. Thereafter, we remove the phantom node from the solution to recover the open-loop solution.

### 2.4. Number of indentations (I)

This measure counts the number of times the optimal solution deviates from the convex hull (see Fig. 4). MacGregor [18] showed that human solutions contain fewer indentations than the optimal solutions. Hence, it was speculated in [32] that the optimal solutions, which have lesser indentations, are easier to solve by humans. Their experimental results showed evidence to support this hypothesis by showing that human solutions of instances with higher indentations deviated significantly from the optimal compared to instances with fewer indentations. From this conclusion, we can assume that an instance is easier to solve when the optimal tour follows the convex hull more closely.


Figure 4. The first example (left) has only one indentation and is therefore assumed to be easier than the other two examples (middle and right), which have three indentations.

### 2.5. Number of intersections ( $X$ )

Quintas and Supnick [35] proved that the optimal solution of a Euclidean TSP does not intersect itself. Van Rooij et al. [36] showed that humans also prefer to avoid intersections in their solutions. Vickers et al. [19] first proposed that the total number of intersecting links of the complete graph of a TSP instance could predict human performance in solving that instance. They measured the gap and response uncertainty for the results obtained from volunteer participants and showed that with increasing intersections, the instances become easier for humans.

The idea of this measure is to generate a complete graph by connecting all the targets and then counting how many links intersect each other. Fig. 5 shows how the number of intersections varies with the difficulty of the instance.


Intersecting edges = 16


Intersecting edges = 19


Intersecting edges $=\mathbf{2 1}$

Figure 5. Examples of intersections

### 2.6. Regularity (R)

Clustered problem instances are easier to solve by humans than randomly distributed targets as we can solve the clusters separately as smaller sub-problems and combine the overall solutions from the sub-solutions. This kind of divide-and-conquer approach is also commonly used in computer algorithms [37], especially in the case of large-scale instances [29]. In general, divide-and-conquer algorithms are significantly faster than brute force or exhaustive search.

Dry et al. [6] introduced a measure called regularity (R), which estimates the difficulty based on the level of the cluster of the data. According to the gap, response uncertainty and solution time obtained in their experiment, human performs better when targets are highly clustered than randomly distributed both in the TSP and MST problem. They also showed that human provides better solutions for random targets than highly regular targets. MacGregor [38] extended this study and showed that the cluster location of a highly clustered instance also matters. For a highly clustered instance, when the cluster locates near the border of the instance layout, humans solve that instance easily. If the cluster is closer to the center of the layout, the problem instance is more difficult (gap increases).

The measure is based on the distances of each target to its nearest neighbor. The average of all nearest neighbor distances, observed distance ( $r_{o}$ ), is then compared against the expected distance ( $r_{e}$ ) of randomly distributed data. The measure is defined as the ratio between these two:

$$
\begin{equation*}
R=\frac{r_{o}}{r_{e}} \tag{3}
\end{equation*}
$$

where,

$$
r_{o}=\frac{1}{N} * \sum_{i \neq j}^{N} \min \left(d_{i j}\right) \text { and } r_{e}=0.5 * \sqrt{A / N}
$$

Here $N$ is the problem size, $d_{i j}$ is the distance between $i^{t h}$ and $j^{t h}$ targets, and $A$ is the area of the bounding box of the instance.

However, the nearest neighbor distances do not solely explain the clustering property of the instance. High $R$ value can also be caused by density variations or spatial layout of the targets even without any clusters. Instead of $R$, similar (or better) results would probably be obtained by calculating the standard deviation of the distances normalized by the size of the bounding box. Nevertheless, the measure provides some clues about the difficulty of the instance as can be seen by the examples in Fig. 6. Smaller values of $R$ demonstrate higher distance variations, which are often caused by clusters that reduce the difficulty of the instance.

Highly clustered


Figure 6. Examples of TSP instances with low and high $R$-values

### 2.7. Path complexity (PC)

Path complexity is another measure calculated based on the nearest neighbor distances. Every link in the optimal path is analyzed by calculating the nearest neighbors (NN) of the source node. The traveled link is scored by 1 if it was the $1^{\text {st }}$ nearest neighbor, 2 if it was the $2^{\text {nd }}$ nearest and so on. In other words, the score is the rank of the link when all links are sorted according to their lengths. The measure is then the average of the individual rank scores (see Fig. 7). If the optimal path always follows the shortest link, the resulting path corresponds to a greedy strategy and gives the value 1 .

Vickers et al. [5] claimed that path complexity could predict human performance on TSP. They experimented with over 69 volunteer participants and found that higher path complexity values increase the gap value, and thus, increase the difficulties of the problem instances. Dry and Fontaine [32] experimented with the path complexity with human performance by measuring the choice probability and choice time but did not find a significant correlation.

We also note that the order of travel can produce different results since the nearest neighbor function is not symmetric. We, therefore, calculate the complexity value for both directions and use their average as the path complexity value (Fig. 7). The difference between the two directions is usually insignificant but the averaging can balance the measure in case of significant asymmetry. Human solvers are not expected to follow the optimal path anyway; they have a hard time even for finding the best start point [27].


Figure 7. Examples of path complexity

### 2.8. Circularity ( $O$ )

Circularity was introduced by Vickers et al. [17] to calculate how similar the shape of the optimal solution is to a circle. They claimed that circularity correlates to the attractiveness of the optimal TSP solution based on a survey of several volunteer participants. The more circular the solution, the easier it is to solve. However, the results in [32] did not show a significant correlation with the circularity.

The idea is to use the length $(L)$ of the optimal tour and then draw a circle that has a circumference of length $L$. The area surrounded by the optimal tour is then divided by the area of the circle. The closer the ratio is to 1 the more accurately the tour corresponds to the circle; and vice versa, the more complex is the shape, the smaller is the area it surrounds compared to the area that can be obtained by a perfect circle with the circumference.

The circularity is derived from the radius $r$, the circumference $d$, and the area $A$ :

$$
\begin{aligned}
& d=2 \pi r \Leftrightarrow r=\frac{d}{2 \pi} \\
& A=\pi r^{2}=\frac{d^{2}}{4 \pi}
\end{aligned}
$$

Fixing $d=L$, we can calculate the circularity as follows:
Circularity $=\frac{4 \pi A}{L^{2}}$
In literature of mathematics, the measure is known as 2-D compactness [39,40]. Fig. 8 shows a few examples of how the measure works. We can see that the measure has some relationship with the complexity of the instance. We also note that the measure was defined for the closed-loop TSP. We use the same strategy for open-loop instances as with the convexity measure.


Figure 8. Examples of circularity

### 2.9. Greedy path (GP)

Next, we present a new measure based on the relationship between the greedy path and the optimal path. First, we generate a greedy path by always traveling to the nearest unvisited target. We consider every node as a possible start node, and thus, obtain $N$ different greedy solutions. We then compare the greedy paths with the optimal path, see Fig. 9. We count the number of links in each greedy path that are absent in the optimal path. We call these mismatch links. The greedy path measure is the average number of mismatches. The bigger the value, the more difficult the instance.





Figure 9. Average mismatch $=1.4$

### 2.10. Greedy gap (GG)

The greedy path measure considers merely the structure of the paths, which is expected to correlate to human performance on finding the exact optimal tour. However, some measures aim at estimating the difficulty of how close humans get to the optimal. For this reason, we consider an alternative variant called the greedy gap.

The measure is otherwise the same as the greedy path with one exception. Instead of counting the number of mismatches, we calculate the relative difference of the greedy and optimal path lengths:

$$
\begin{equation*}
\text { GreedyGap }=\frac{G L-L}{G L}=1-\frac{L}{G L} \tag{5}
\end{equation*}
$$

Here $L$ is the length of the optimal path, and $G L$ is the average length of the greedy paths. The bigger the ratio, the worse is the greedy path and the more difficult is the problem instance. Fig. 10 shows an example of the calculation.


Figure 10. Greedy gap $=0.06$

### 2.11. Number of MST branches (M)

Minimum spanning tree (MST) is a tree that connects all the targets so that the sum of the connections is minimum. The solution for an open-loop TSP is also a spanning tree, although not necessarily the minimum one. Fig. 11 shows two problem instances and their corresponding MST and TSP solutions. In the case of the first instance, both solutions have the same connections. In the case of the second instance, solutions still resemble each other but there are two connections in the TSP that have been replaced by shorter ones in the MST solution. Nevertheless, the relationship between the MST and TSP is clear.


Figure 11. Examples of MST and TSP solutions
We define a branch as a node in the MST that has three or more links associated with it. Fig. 12 shows three examples with one, two and three branches, respectively. A preliminary version of this measure was introduced in [4] with the name MST knots.

Every branch divides the spanning tree into sub-trees, called branches. Every branch makes the creation of a TSP path more difficult. The number of branches varies from 0 to $N / 2-1$. A special case is a minimum spanning tree without any branches, which is also the optimal solution for the open-loop TSP because $|\mathrm{MST}| \leqslant|\mathrm{TSP}|$. In general, we hypothesize that the more branches there are, the more difficult it is to solve TSP.


Figure 12. MST branches counts the number of nodes containing two or more links

We measure the number of MST branches as follows:

- We create MST by any algorithm (Prim or Kruskal)
- While adding new links, we update the counts
- If a count exceeds 2 , we mark the node as a branch
- Lastly, we count the total number of branches


### 2.12. Summary of the measures

We summarize the four properties introduced in Section 1 for the measures. The properties are speed, simplicity of the implementation, need for the ground truth, and prediction capability. The first three are stated in Table 1. We also mark if the measure is well suitable for the open-loop case.

Most of the measures are simple to implement. Only convexity and circularity require the calculation of the area surrounded by the TSP tour, and these two measures do not generalize to the open-loop case as such. The measures based on the convex hull polygon (targets on the hull, indentions) require a non-trivial algorithm for calculating the convex hull. However, there are plenty of easy-to-use packages for this. Therefore, we count them as easy to implement.

Some measures have high time complexity and six measures require having the optimal tour, which can take exponential time. This is a serious limitation. Among the others, targets on hull and indentations require $\mathrm{O}\left(N^{*} \log N\right)$ time while regularity and MST branches take quadratic, $\mathrm{O}\left(N^{2}\right)$ time.

Table 1: Summary of the measures

| Measure: | Properties: |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Time <br> complexity | Needs <br> optimal | Simple | Suitable for <br> open-loop |
| N | $\mathrm{O}(1)$ | - | Yes | Yes |
| H | $\mathrm{O}\left(N^{*} \log N\right)$ | - | Yes | Yes |
| C | $\mathrm{O}\left(N^{2}\right)$ | Yes | - | - |
| I | $\mathrm{O}\left(N^{*} \log N\right)$ | Yes | Yes | Yes |
| X | $\mathrm{O}\left(N^{4}\right)$ | - | Yes | Yes |
| R | $\mathrm{O}\left(N^{2}\right)$ | - | Yes | Yes |
| PC | $\mathrm{O}\left(N^{2}\right)$ | Yes | Yes | Yes |
| O | $\mathrm{O}(N)$ | Yes | - | - |
| GP | $\mathrm{O}\left(N^{3}\right)$ | Yes | Yes | Yes |
| GG | $\mathrm{O}\left(N^{2}\right)$ | Yes | Yes | Yes |
| M | $\mathrm{O}\left(N^{2}\right)$ | - | Yes | Yes |

## 3. Evaluation of the measures

To measure the performance of the measures, we compare how well they correlate to human performance and computer execution time. We use the following four evaluation methods:

- Mistakes by a human
- Time taken by a human
- Time taken by the Concorde algorithm [34]
- Operations taken by a local search algorithm [41]


### 3.1. Human mistake

We analyze the tours constructed by humans when playing O-Mopsi games in the real-world. The game itself sets no requirement to find the optimal TSP solution; any path is acceptable. However, since the performance is measured by the playing time; players naturally try to minimize the distance they need to travel. To measure human performance, we consider the following three measures:

- Number of mismatches
- Number of mistakes
- Gap to optimal

For the mismatch and mistake, we do not care about the length of the path for visiting the targets. Instead, we analyze the order in which the targets were visited against the corresponding order of the optimal path. The number of differences between the two paths defines human performance.

### 3.1.1 Mismatch

We denote a link as a pair of two consequent targets in the path. The mismatch is defined as the number of links in the optimal tour that are missed in the player's path. An example is shown in Fig. 13 where the player's path is the same as the optimal with two exceptions.

The problem of the mismatch is it cumulates the faults. Even a single different choice will cause another mismatch later in the path. In Fig. 13, the player reversed the optimal visiting order of the $2^{\text {nd }}$ and $3{ }^{\text {rd }}$ target. Therefore, the measure penalizes this single mistake twice.


Figure 13. Total of two mismatches in this game

### 3.1.2 Mistake

The idea is to count every mistake only once and update the optimal tour dynamically after every mistake. Otherwise, the measure works exactly as the mismatch: we count the number of links in the optimal tour that were missed by the player. After every mistake, we resolve a new optimal solution for the remaining unvisited nodes starting from the current node. Fig. 14 shows the same example as in Fig. 13 when the optimal path is updated after every mistake.


Figure 14. Two mistakes in the game

Some mistakes are more significant than others. For example, the mistakes made in Fig. 15 causes only a minor increase in the path length while other mistakes can have more dramatic effects. Therefore, it can be more meaningful to measure the effect of the choices rather than their count. Hence, we also consider the concept called the gap.

### 3.1.3 Gap

We measure the gap as the relative difference of the lengths of the optimal path (TSP) and the path generated from the player's choices (path):

$$
\begin{equation*}
\text { gap }=\frac{\mid \text { path|-|TSP| }}{|T S P|} \tag{6}
\end{equation*}
$$

The gap is also known as path length over optimal (PAO) in literature. We note that we do not use the real path traveled by the player. Instead, we generate an artificial tour using the order of the targets chosen by the player. In this way, we eliminate the effect of GPS errors and navigational skills of the player, and measure merely the TSP problem-solving skill.

The distance of the path is measured using Euclidean distance between the targets. In some cases, routing along the street network might provide a more accurate measurement. However, many of the O-Mopsi games appear in parks and campus areas, where using only the street network would be too restrictive because players can easily make shortcuts. According to [27], Euclidean distance correlates slightly better ( 0.95 ) to reality than routing via the open street map ( 0.93 ).

Fig. 15 shows two example paths. There is only one mistake in the first example, but its effect is relatively large making the overall path $14 \%$ longer than the optimal path. In the second example, the player made four mistakes and yet the path is only $13 \%$ longer than the optimal path.


Figure 15. The number of mistakes does not always reveal the significance of the faults

### 3.2. Human time

We evaluate human performance by measuring how long it took to find the optimal solution. This can be significantly more challenging than just find a 'good' solution. For this, we presented problem instances to participants on the computer screen. The task was to create paths using an easy-to-use web interface, which not only allows to create a new path but also to modify existing ones by dragging and by mouse clicks. We then measured the time it took the participant to find the optimal solution.

In these computer simulations, the gap of the player's current solution to the optimal was shown on screen in real-time. This guides the player towards finding the optimal solutions, which might otherwise be too hard with some more difficult problem instances. The optimal tour was generated online by the local search algorithm in [41] as the instances were needed in real-time. The algorithm does not guarantee the optimality of the solution always. We later verified offline that they were optimal using the Concorde solver [34].

### 3.3. Concorde time

Our third ground truth is to measure the execution time for the computer to find the optimal solution. We use the Concorde algorithm, which is one of the fastest TSP solvers for large problem instances [34]. In theory, running time should grow exponentially with the problem size. In practice, the performance depends also on other factors than the number of nodes. In specific, we expect that more difficult game instances take considerably more time than easier ones with the same number of targets.

### 3.4. Operations for the local search (LS time)

Apart from the exact solver, we also study the complexity with respect to a simple local search heuristic proposed in [14] for O-Mopsi and Dots games. It uses two parameters called iteration and repetition so that their product corresponds to the total number of trial solutions generated. Easier instances need fewer trials to achieve the optimal solution compared to more difficult instances. The number of trial solutions generated can therefore define the difficulty of the instance.

### 3.5. Evaluation methods used in literature

Table 2 summarizes the evaluation methods used in the literature. Most works have calculated correlation between the gap of solutions generated by human solvers to the optimum. Some researchers have also used the time for humans taken to find the optimal solution $[7,8]$. A few researchers have also used methods that we do not consider here. These include response uncertainty, solved-\% and choice time.

Dry and Fontaine [32] introduced a methodology where participants were shown several problem instances and asked to choose the ones they want to solve. The hypothesis is that humans are more likely to choose easier problems. Two counts were then used: how much time a participant spent to make the choice (choice time) and how frequently an instance was chosen (choice probability). Several researchers $[10,18]$ also counted how many times the optimal solution was found (solved) for a given problem instance.

The main results of the previous works are summarized in Table 2. Most results clearly show either an increasing or decreasing the correlation of a given measure to the difficulty of the problem instance. Some methodologies give only indirect evidence. For example, [32] measured human preference in choosing the instances. While it is expected that easier instances are chosen more often, the results also showed that humans preferred instances with fewer targets on the convex hull. Vickers et al. [17] also reported the attractiveness of the instances based on a survey.

Table 2: Summary of the evaluation methods and the main results found in the literature

| Measure | Studied | Methods | Conclusions |
| :---: | :---: | :---: | :---: |
| N | Graham et al. (2000) [7] <br> Dry et al. (2006) [8] | Human time | Linear or near-linear growth |
| H | MacGregor \& Ormerod (1996) [9] | Gap, Response uncertainty | More targets easier |
|  | Macgregor et al. (2004) [28] | Gap | More targets easier |
|  | Vickers et al. (2003) [19] | Gap, Response uncertainty | Fewer targets easier |
|  | Chronicle et al. (2006) [10] | Gap, Solved-\% | More targets easier |
|  | Dry and Fontaine (2014) [32] | Choice time, Choice probabilities | Fewer targets easier |
| C | Dry and Fontaine (2014) [32] | Choice time, Choice probabilities | Does not matter |
| I | MacGregor (2012) [18] | Gap, Solved-\% | Fewer indentations easier |
|  | Dry and Fontaine (2014) [32] | Choice time, Choice probabilities | Fewer indentations easier |
| X | Vickers et al. (2003) [19] | Gap, Response uncertainty | More intersections easier |
|  | Dry and Fontaine (2014) [32] | Choice time, Choice probabilities | More intersections easier |
| R | Dry et al. (2012) [6] | Gap, Response uncertainty, Solving time | Clustered easier |
|  | MacGregor (2013) [38] | Gap | Cluster locations is important |
| PC | Vickers et al. (2004) [5] | Gap | Lower value easier |
| O | Vickers et al. (2006) [17] | Survey | Circularity more attractive |

## 4. Experimental results

We use O-Mopsi and Dots datasets presented in [41]. They are publicly available on the web ${ }^{1}$, and their statistics are summarized in Table 3 and Fig.16. The problem sizes vary from $N=4$ to 50, being 13 on average. Both O-Mopsi and Dots datasets are used for measuring human performance (accuracy and speed), and processing time required by the computer.

In total, O-Mopsi has 147 game instances available, of which 55 have been completed by at least one player. Most playing records were collected during the SciFest Annual Science festivals in 2011-2018 [42]. At least one new game instance was created every year and played by elementary school kids, usually without any previous knowledge of the game. These 14 game instances produced 153 playing records in total. The remaining 99 playing records were produced by individuals who played game instances they happened to like. Many of these players had a competitive attitude aiming at outperforming the time of the others. In total, 252 playing records were collected.

Dots instances are randomly generated points on the computer screen [41]. A game-like web application was created with an easy-to-use interface that allows players to connect the dots and modify the existing path by clicking and dragging links. The gap value of the current path was visible when all dots were connected, and the game ended once it reached $0 \%$ value. The total time taken was recorded. The players were computer science researchers or students who knew TSP and enjoyed puzzle solving. In total, 12,244 playing records were collected.

O-Mopsi data is used to measure human performance in terms of how close they reached the optimal result. Three measures are used: gap, mismatch, mistakes. Dots data is used to measure how long (time) it took for humans to find the optimal solution. The time varied hugely. In this study, we excluded cases when playing time exceeded 5 minutes; we noticed that players sometimes left the game idle and continued it later.

Table 3: Datasets used in this study

| Dataset | Type | Distance | Instances | Sizes |
| :--- | :--- | :--- | :--- | :--- |
| O-Mopsi | Open-loop | Haversine | 147 | $4-27$ |
| Dots | Open-loop | Euclidean | 12124 | $4-50$ |



Figure 16. Distribution of the problem sizes in the O-Mopsi and Dots instances

[^0]We test all the measures presented in Section 2. In addition, we also calculate normalized values for three measures: intersections, indentations, and MST branches because these three measures have a clear dependency on the problem size. We normalize intersections by dividing the original value by $N^{2}$, and the other two by dividing by $N$. The hypothesis is that these measures might perform well merely because of the dependency on the problem size, which is the mediating factor. If correlation remains also after normalization, then they carry additional information.

As per our hypotheses, human mistake, human time, and algorithm time all are expected to correlate with the measures. From Table 4, we can observe that most of the measures correlate highly with all the ground truths except regularity, circularity, and greedy gap. Circularity and regularity could be useful measures for the closed-loop case but not much for the open-loop case.

### 4.1. Human performance

All measures are capable to predict human mistakes well. MST branches and greedy path result in the highest correlation ( 0.53 ) while targets on the hull ( 0.49 ), normalized intersections ( 0.49 ), path complexity ( 0.48 ), and problem size ( 0.46 ) also perform well. When compared to the time taken to find the optimal solution with the Dots instances, the same measures also correlate well based on the ranks in Table 5. However, intersections ( 0.39 ) has now the highest correlation before problem size (0.38).

There is one notable difference in human performance. Path complexity is calculated using the nearest-neighbor values along the optimal path, which correlates well with the human mistake (0.48) because the measure matches well with the strategy of most human players to go to the nearest-target rather than using a more sophisticated tour optimization. Yet, the path complexity does not correlate $(0.04)$ to the time taken to find the optimal solution.

Another general observation is that gap in the human performance does not correlate well to any of the measures. There are two possible explanations for this. The possible reason is that the other factors in playing the O-Mopsi games in the real environment affect so much more that they overwhelm the effect of the difficulty of the instance. In specific, the human players were not aware that they are indirectly solving TSP but merely aimed at visiting the targets while the navigation and observing the environment took most of their attention.

### 4.2. Computer processing time

The correlation values with computer processing time are more consistent. Most measures have a high correlation to all ground truths. The correlation values of the Concorde time and the LS time are almost equal for all the cases. Based on the rankings, problem size $(2,2,2,3)$ and intersections $(3,1,1,1)$ are the best predictors, which is understandable because of the known exponential dependency of the time complexity to the size of the problems. The intersections also have quadratic relation to the problem size; for $N$ targets there are $\mathrm{O}\left(N^{2}\right)$ connections, and by default, the more connections, the more intersections.

The few notable differences are path complexity and regularity. Dots instances are computer generated with random distribution and have less regularity than human-generated O-Mopsi games. These instances have smaller variations on the regularity. The processing time for a computer can barely predict such measures, which are based on factors that are less apparent in the data.

Table 4: Correlation of the measures with ground truths. Here targets on convex hull $(H)$, convexity $(C)$, circularity $(O)$, and regularity $(R)$ are inversely proportional to all ground truths. The average confidence intervals are $\pm 0.238$ (O-Mopsi) and $\pm 0.015$ (Dots).

|  | Human performance |  |  | Computer processing time |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | O-Mopsi |  | Dots <br> Human time | O-Mopsi |  | Dots |  |
|  | Human mistake | Human gap |  | Concorde time | $\begin{gathered} \mathrm{LS} \\ \text { time } \end{gathered}$ | Concorde time | LS time |
| N | 0.45 | 0.06 | 0.38 | 0.75 | 0.66 | 0.61 | 0.63 |
| H | 0.48 | 0.12 | 0.30 | 0.67 | 0.52 | 0.50 | 0.42 |
| C | 0.39 | 0.02 | 0.22 | 0.50 | 0.39 | 0.35 | 0.29 |
| I | 0.28 | 0.05 | 0.30 | 0.52 | 0.48 | 0.51 | 0.43 |
| I (normalized) | 0.02 | 0.04 | 0.01 | 0.01 | 0.01 | 0.10 | 0.03 |
| X | 0.40 | 0.01 | 0.39 | 0.72 | 0.72 | 0.62 | 0.75 |
| X (normalized) | 0.49 | 0.13 | 0.29 | 0.70 | 0.44 | 0.49 | 0.35 |
| R | 0.22 | 0.06 | 0.01 | 0.45 | 0.37 | 0.05 | 0.08 |
| PC | 0.48 | 0.14 | 0.03 | 0.48 | 0.23 | 0.06 | 0.06 |
| O | 0.43 | 0.11 | 0.29 | 0.51 | 0.37 | 0.47 | 0.37 |
| GP | 0.53 | 0.16 | 0.35 | 0.68 | 0.50 | 0.58 | 0.64 |
| GG | 0.02 | 0.08 | 0.15 | 0.24 | 0.21 | 0.25 | 0.22 |
| M | 0.53 | 0.15 | 0.35 | 0.69 | 0.55 | 0.56 | 0.60 |
| M (normalized) | 0.44 | 0.11 | 0.13 | 0.48 | 0.30 | 0.22 | 0.18 |

Legends: Problem size $(N)$, Targets on the convex hull $(H)$, Convexity ( $C$ ), Indentations $(I)$, Intersections $(X)$,
Regularity $(R)$, Path complexity $(P C)$, Circularity $(O)$, MST branches $(M)$, Greedy path $(G P)$, Greedy gap $(G G)$.
Table 5: Ranks of the measures as per their correlations

|  | Human performance |  |  | Computer processing time |  |  |  | Mean |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | O-Mopsi |  | Dots | O-Mopsi |  | Dots |  |  |
|  | Human mistake | Human <br> gap | Human time | Concorde time | $\begin{gathered} \mathrm{LS} \\ \text { time } \end{gathered}$ | Concorde time | $\begin{gathered} \mathrm{LS} \\ \text { time } \end{gathered}$ |  |
| N | 3 | 8 | 2 | 1 | 2 | 2 | 3 | 3.00 |
| H | 2 | 5 | 4 | 6 | 4 | 6 | 6 | 4.71 |
| C | 7 | 11 | 6 | 9 | 8 | 9 | 9 | 8.43 |
| I | 8 | 10 | 4 | 7 | 6 | 5 | 5 | 6.43 |
| I (normalized) | 10 | 10 | 10 | 13 | 13 | 12 | 14 | 11.71 |
| X | 6 | 12 | 1 | 2 | 1 | 1 | 1 | 3.43 |
| X (normalized) | 2 | 4 | 5 | 3 | 7 | 7 | 8 | 5.14 |
| R | 9 | 9 | 10 | 11 | 9 | 14 | 12 | 10.57 |
| PC | 2 | 3 | 9 | 10 | 11 | 13 | 13 | 8.71 |
| O | 5 | 6 | 5 | 8 | 9 | 8 | 7 | 6.86 |
| GP | 1 | 1 | 3 | 5 | 5 | 3 | 2 | 2.86 |
| GG | 10 | 7 | 7 | 12 | 12 | 10 | 10 | 9.71 |
| M | 1 | 2 | 3 | 4 | 3 | 4 | 4 | 3.00 |
| M (normalized) | 4 | 6 | 8 | 10 | 10 | 11 | 11 | 8.57 |

### 4.3. Results from literature

Fig. 17 shows the distribution of human performance evaluations (mistakes and time) and computer processing time. Selected O-Mopsi examples are also shown visually in Fig. 18. Next, we summarize how well our observations confirm (or contradict) those found in the literature.

First, human mistakes increase with the problem size, which supports the results by $[7,8]$. However, even if we also found a linear correlation, the amount of data is too small and the variation too large to conclude that the correlation is indeed linear and not some higher polynomial or even exponential. In the case of human time, we confirm the linear correlation (0.38) with the regression line $f=1.4 N-3.2$. Although a polynomial regression line $f=0.03 N^{2}+0.19 N+4.9$ seems a better fit.

However, according to the theory of algorithms, the problem-solving time increases exponentially with the problem size, and humans are not expected to perform any better than the best possible computer algorithms. If we increase the problem size from 100 to 1000 , much steeper than linear growth in human time is expected to appear. However, it would become overwhelming for humans to test this in practice. Linear or near-linear dependency has been reported by other researchers, and probably exists, but only with small problem instances, or using accuracy (gap) to measure human performance. When measuring time to find the optimal solution we still expect a linear dependency only with small instances. There is a clear difference in the difficulty of finding a very good sub-optimal solution than to find the exact optimal solution.

Second, human mistake and time decrease with the increasing number of targets on the convex hull. Hence, the more targets on the convex hull polygon, the more similar the optimal solution is to the convex hull polygon, and the easier the problem is to solve. These observations support the results of [ $9,10,28,43,44]$.

Third, the more convex is the optimal solution, humans make fewer mistakes. Although the correlation is not as strong as with several other measures; it is a new observation. A correlation with attractiveness was reported in [17] while [32] did not find any remarkable correlation with the difficulty of the problem instance.

Human mistakes and time also increase with the number of indentations. This supports [18] who made the same observation when evaluated by the gap and the number of problems solved. They reasoned humans prefer fewer indentations in their solutions than what the optimal solution requires. However, when the measure was normalized by the problem size, all correlations disappear completely. It seems that the mediating factor is merely the problem size.

The number of intersections was one of the measures with the strongest correlation to the difficulty of the problem. This is in direct accordance with the results by [19] and [32]. Even after normalization, the correlation stays relatively strong.

Regularity had only a mild correlation when used the measure by [6]. One reason is that our data did not include many clusters. Another reason is that the proposed regularity measures more the variation of the distances rather than randomness or the level of cluster of the data. We think it would make more sense to derive a measure from some clustering validity index such as WB-index [45] instead.

Among the other observations, we found that path complexity and circularity correlate with human mistakes. These observations support the results by [5,17].


Figure 17. Correlations of the top 5 ranked complexity measures with human performance and computer processing time


Figure 18. Four visual examples with the values of seven selected measures

### 4.4. Joint correlation

Cross-correlations between the measures are reported in Table 6. We can see there is a high correlation between most of them. For example, the problem size and intersections measure essentially the same thing. The greedy gap deviates most having maximum cross-correlations of 0.50 with targets on hull and convexity.

Table 6: Cross-correlations between measures. Here again, we only report values, not signs

|  | N | H | C | I | X | R | PC | O | GP | GG | M |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | 1.00 |  |  |  |  |  |  |  |  |  |  |
| H | 0.72 | 1.00 |  |  |  |  |  |  |  |  |  |
| C | 0.51 | 0.66 | 1.00 |  |  |  |  |  |  |  |  |
| I | 0.67 | 0.64 | 0.46 | 1.00 |  |  |  |  |  |  |  |
| X | 0.98 | 0.69 | 0.49 | 0.62 | 1.00 |  |  |  |  |  |  |
| R | 0.63 | 0.57 | 0.28 | 0.19 | 0.63 | 1.00 |  |  |  |  |  |
| PC | 0.43 | 0.46 | 0.61 | 0.26 | 0.43 | 0.27 | 1.00 |  |  |  |  |
| O | 0.63 | 0.63 | 0.83 | 0.50 | 0.57 | 0.28 | 0.56 | 1.00 |  |  |  |
| $-\mathbf{- -}$ | 0.73 | 0.70 | 0.60 | 0.62 | 0.72 | 0.30 | 0.63 | 0.64 | 1.00 |  |  |
| GP | 0.24 | 0.50 | 0.50 | 0.16 | 0.24 | 0.35 | 0.39 | 0.44 | 0.39 | 1.00 |  |
| M | 0.72 | 0.67 | 0.59 | 0.58 | 0.71 | 0.32 | 0.61 | 0.60 | 0.87 | 0.30 | 1.00 |

We next study the joint prediction power of the different measures as follows. We consider all pairs of measures and find their correlations to human performances (mistake, gap, and time). We use the following definition of the joint correlation:

$$
\begin{equation*}
R_{z, x y}=\sqrt{\frac{r_{x z}^{2}+r_{y z}^{2}-2 * r_{x z} * r_{y z} * r_{x y}}{1-r_{x y}^{2}}} \tag{7}
\end{equation*}
$$

where, $x$ and $y$ denote the two measures and $z$ denotes human performance. $R_{z, x y}$ is the joint correlation between $(x, y)$ and $z$. The variables $r_{x z}$. $r_{y z}, r_{x y}$ are the pairwise correlations. Here we need to mention that we consider the signs of all individual correlation coefficients to calculate the correct joint correlation values.

The results are summarized in Tables 7, 8, and 9. The MST branches and path complexity provide the most powerful joint prediction for human mistake (0.57). Human playing time is best predicted by all combinations with intersection (0.39) and the combination of the number of indentations and problem size. In this case, the problem size provides almost no additional benefit to any other measures. Human gap is the most difficult to predict due to the real-world factors. The problem size and the number of intersections provide the best joint prediction (0.25).

Table 7: Joint correlations of all pairs of measures for human mistake

| Human <br> Mistake | Individual | N | H | C | I | X | R | PC | O | GP | GG | M |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | 0.45 | - |  |  |  |  |  |  |  |  |  |  |
| H | 0.48 | 0.50 | - |  |  |  |  |  |  |  |  |  |
| C | 0.39 | 0.49 | 0.49 | - |  |  |  |  |  |  |  |  |
| I | 0.28 | 0.45 | 0.48 | 0.41 | - |  |  |  |  |  |  |  |
| X | 0.40 | 0.49 | 0.49 | 0.46 | 0.41 | - |  |  |  |  |  |  |
| R | 0.23 | 0.46 | 0.48 | 0.41 | 0.33 | 0.41 | - |  |  |  |  |  |
| PC | 0.48 | 0.55 | 0.56 | 0.50 | 0.51 | 0.53 | 0.49 | - |  |  |  |  |
| O | 0.43 | 0.49 | 0.51 | 0.43 | 0.44 | 0.47 | 0.44 | 0.52 | - |  |  |  |
| GP | 0.53 | 0.54 | 0.55 | 0.54 | 0.54 | 0.53 | 0.54 | 0.56 | 0.54 | - |  |  |
| GG | 0.02 | 0.46 | 0.55 | 0.44 | 0.29 | 0.41 | 0.23 | 0.51 | 0.47 | 0.57 | - |  |
| M | 0.53 | 0.54 | 0.56 | 0.54 | 0.53 | 0.53 | 0.54 | 0.57 | 0.55 | 0.55 | 0.55 | - |

Table 8: Joint correlations of all pairs of measures for human gap

| Human <br> Gap | Individual | N | H | C | I | X | R | PC | O | GP | GG | M |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | 0.06 | - |  |  |  |  |  |  |  |  |  |  |
| H | 0.12 | 0.13 | - |  |  |  |  |  |  |  |  |  |
| C | 0.02 | 0.06 | 0.15 | - |  |  |  |  |  |  |  |  |
| I | 0.05 | 0.06 | 0.13 | 0.05 | - |  |  |  |  |  |  |  |
| X | 0.01 | 0.25 | 0.16 | 0.02 | 0.06 | - |  |  |  |  |  |  |
| R | 0.06 | 0.13 | 0.20 | 0.06 | 0.08 | 0.08 | - |  |  |  |  |  |
| PC | 0.14 | 0.14 | 0.15 | 0.16 | 0.14 | 0.15 | 0.17 | - |  |  |  |  |
| O | 0.11 | 0.11 | 0.13 | 0.18 | 0.11 | 0.13 | 0.14 | 0.15 | - |  |  |  |
| GP | 0.16 | 0.19 | 0.16 | 0.19 | 0.18 | 0.23 | 0.20 | 0.17 | 0.16 | - |  |  |
| GG | 0.08 | 0.12 | 0.21 | 0.11 | 0.11 | 0.09 | 0.09 | 0.20 | 0.19 | 0.23 | - |  |
| M | 0.15 | 0.17 | 0.15 | 0.18 | 0.16 | 0.21 | 0.19 | 0.16 | 0.15 | 0.17 | 0.20 | - |

Table 9: Joint correlations of all pairs of measures for human time

| Human <br> time | Individual | N | H | C | I | X | R | PC | O | GP | GG | M |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | 0.38 | - |  |  |  |  |  |  |  |  |  |  |
| H | 0.30 | 0.38 | - |  |  |  |  |  |  |  |  |  |
| C | 0.22 | 0.38 | 0.30 | - |  |  |  |  |  |  |  |  |
| I | 0.30 | 0.39 | 0.30 | 0.30 | - |  |  |  |  |  |  |  |
| X | 0.39 | 0.39 | 0.39 | 0.39 | 0.39 | - |  |  |  |  |  |  |
| R | 0.01 | 0.38 | 0.30 | 0.22 | 0.30 | 0.39 | - |  |  |  |  |  |
| PC | 0.03 | 0.38 | 0.30 | 0.23 | 0.30 | 0.39 | 0.03 | - |  |  |  |  |
| O | 0.29 | 0.38 | 0.30 | 0.30 | 0.31 | 0.39 | 0.29 | 0.29 | - |  |  |  |
| GP | 0.35 | 0.38 | 0.35 | 0.35 | 0.36 | 0.39 | 0.36 | 0.36 | 0.36 | - |  |  |
| GG | 0.15 | 0.38 | 0.30 | 0.22 | 0.30 | 0.39 | 0.15 | 0.15 | 0.29 | 0.36 | - |  |
| M | 0.35 | 0.38 | 0.35 | 0.35 | 0.35 | 0.39 | 0.35 | 0.35 | 0.35 | 0.36 | 0.35 | - |

## 5. Conclusions

We studied 11 measures to predict the difficulty of a TSP instance. We implemented those measures and tested them on O-Mopsi and Dots datasets. Our results confirm the previously reported results in the literature. Among the existing measures, the number of targets, intersections, and the points on the convex hull have the best prediction capability in the case of open-loop TSP. Among these, the number of intersections is suitable only for small-scale data due to its $\mathrm{O}\left(N^{2}\right)$ time complexity.

We have also studied the connection between two related problems, MST and TSP. While their connection is known and utilized in the theory of algorithm, it is much less studied in the context of human problem-solving skills. In this paper, we extend this connection by introducing a measure to estimate the difficulty of TSP instances by counting the number of MST branches in the minimum spanning tree. Experiments show that it has the highest correlation to human mistake, second highest to human gap and third highest correlation to human time for finding the optimal TSP solution. The measure is easy to calculate from the minimum spanning tree and it does not require the optimal solution as a reference.

Two other measures, greedy path and greedy gap, were also introduced. The greedy path has slightly better prediction capability, but it requires the optimal TSP solution as a reference. The best practical predictors seem to be the number of MST branches, the number of nodes, and the number of points on the convex hull.

We also studied the joint correlations of all pairs of measures to human performance to assure the prediction capabilities. The joint correlation results show that the powerful measures are still powerful when used jointly with other measures. Potential future research could be training a machine learning model from all measures jointly to maximize the prediction power.
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