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ul replacing the original point by its shifted version as in [4], we Boan.q
liow much it was moved, i.e. the distance between the original point and its
luention. This distance defines the outlier score. Example of the outlier scores is
Vigure 2. i
uecuracy of the proposed method is far better than any other we tested. The
Iu tobust as it provides the same result with the same global threshold
i whereas all comparative methods use the a priori knowledge of the amount
lInlike the other methods, it has only one parameter to set (the size of
ool k). The proposed method is also easy to understand and simple to
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Abstract. We propose mean-shift to detect outlier points. The method processed y .
every point by calculating its k-nearest neighbors (k-NN), and then shifting the
point to the mean of its neighborhood. This is repeated three times. The bigger the
movement, the more likely the point is an outlier. Boundary points are expected to
move more than inner points; outliers more than boundary. The outlier detection is
then a simple thresholding based on standard deviation of all movements. Points
that move more than that are detected as outliers. The method outperforms all
compared outlier detection methods.
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Introduction

OQutliers are points that deviate from the typical data. They can represent sig
information that are wanted to be detected such as fraud detection, public hea
network intrusion [1], and they can affect statistical conclusions based on sign
tests [2]. Outliers can also be noise points who might harm the data analysis pr
any case, it is desired that the outliers can be detected.

Outlier detection approaches fall roughly into global and local outlier mo
The global methods make a binary decision whether an observation is outlif
local methods assign a score to each point. This score indicates how likely a p
outlier. The method then retrieves the top-n rankings as outliers, which giv
flexibility how to interpret the data.

However, even the local outlier models need to select the top-n paramel
many points are chosen as outliers. In this paper, we propose anew locs
detection method in which such parameter is not needed. We first calculat
score for all data points, and then calculate the standard deviation from the di
of all outlier scores to serve as a global threshold. This can be auto
determined.

The way how we calculate the outlier scores is based on the idea present
The effect of the noise is reduced by applying few iterations of medoid
follows. Firstly, we find k-nearest neighbors (k-NN) for every data point.
replace the original points by the mean (or medoid) value of its neighbors. Thil
is iterated few times. This iterative process is demonstrated in Figure 1.
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suores (y-axis) for S1 dataset: true data points (gray) and noise points (red).
the proposed DOD method (using medoid).

Work and Their Limitations

vlance determinant (MCD) [5] is based on statistical test .<<E~ .&o
the true data objects follow a (known) distribution and occur in a Em.:
of this model. Outliers are expected to deviate strongly from this
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Distance-based approaches [6, 7, 8] are based on the assumption that true
objects have a dense neighborhood whereas outliers lie far apart from their neigh
For example, in [9] a data point is marked as an outlier if there are at most &k p
within a given distance. The method in [6] calculates the k-nearest neighbors (ks
and use the distance to the ™ neighbor. A slightly modified variant in [7] us
average distance to all the k& neighbors. Points with largest distances are conside;
outliers.

However, distance-based outlier detection models have problems if the dat
areas of varying densities. Instead of using the distance values directly, a method ¢
ODIN [7] analyzes the relationship of the point. For a given point, it calculate
many other points consider it as their k-nearest neighbor. The smaller the valu
more likely the point is an outlier.

Density-based approaches are based on analyzing the neighborhood of the p
Local outlier factor (LOF) [10] calculates the local density of the neighborhood.
that have lower density than their neighbors are more likely outliers. LOF is th
method among those compared in [11], which comprises a very systematic |
experiments.

Topology of the neighborhood has also been considered in recent methods. In
a point is represented by convex combination of its k-nearest neighbors. For each
the negative components in its representation correspond to the boundary points
its affine combination of points.

{ ly for analysis purpose. In specific, we calculate the location of the points before
uller the shifting. This difference is used as the outlier score, called mean-shift

Jhe final step is to detect the outliers. The key idea is to analyze the distribution of
ublnined mean-shift scores. In specific, we calculate the standard deviation (SD) of
e neores in the dataset. This value is then used as global threshold; any point with
I outlier score than SD is marked as an outlier. The pseudo code of the algorithm
imarized in Algorithm 2.

Woth mean and median have been used in the mean-shift clustering concept
I6]. The benefit of using mean is that it is trivial to calculate for numeric data.
ver, it can cayse blurring because a very noisy point can bias the calculation of
vin of clean points as well. Medoid can be more robust in this sense. It is
iled as the point that has minimal total distance to all other points in the same
i ieighborhood. We call the two variants as mean-shift outlier detection (MOD)

wiloid-shift outlier detection (DOD).

Ihe method in [6] can be considered as a special case of our method with the
Ing differences: (a) we iterate the process three times, (b) we calculate the
ulil automatically, and (c) we use medoid instead of the mean. If we iterated only
Wied mean, and did not calculate the SD then the method would equal to the
I 0l [6] except using the average distance to neighborhood [7]. The parameter
i chosen based on the experiments in [4].

1: Mean-shift process
G Rk
h e Rim
aly point x; €X:
|1 Find its k-nearest neighbors kKNN(x;)
i Calculate the mean M of the neighbors KNN(x;)
| Replace the point x by the mean M and save it to Y

2 Mean-shift Outlier Detection

In this work, we proposed a simple and effective method based on neighborhol
Euclidean space, which has fewer parameters than the existing methods. We a
data points locally based on their k-neighborhoods. We propose a method
mean-shift outlier detection (MOD).

i 2: Mean-shift outlier detection (MOD)

, B Rk

N (-l w@x._

Repeat Algorithm 1 three times to get Y

For every point x; € X and its shifted version y; €Y calculate distance D; =|x-yi|
Calculate the standard deviation (SD) of all D;

For a point x; € X if D;> SD, then x; is detected as an outlier; save it to N.

2.1 Mean-shift Process

The idea of mean-shift is to calculate k-nearest neighbors, and then replace the pu
the mean of its & neighbors. This forces points to move towards denser areas. Hej
distance of movement can be an evidence of being outlier; points with
movement are more likely to be outliers. The mean-shift process is s :
Algorithm 1.

The idea is closely related to mean-shift filtering used in image processing [ |
mean-shift clustering algorithm [14]. The first one takes pixel value and its coon
as the feature vector, and transforms each feature towards the mean of its neiglh
has been used for detecting fingerprint and contamination defects in multicry
solar wafers [15]. The idea resembles also low-pass and median filtering
image denoising.

riments

| the proposed method based on Algorithm 2 with four existing outlier detection
I summarized in Table 1. We use the 9 benchmark datasets in Table 2 and
in Figure 3. The S sets have varying level of cluster overlap. A sets have
number of clusters; unbalance and XOR datasets [17] have clusters with
| densities. We evaluate the methods by Fl-measure, which is basically the
| of precision and recall. Precision is the ability of the classifier not to label as
i sample that is negative, and recall is the ability of the classifier to find all the
nles.

2.2 Mean-shift for Outlier Detection

Mean-shift clustering [14] iterates the process until convergence. However, §ii
are not clustering the data but aim at finding outliers, we use the processin,
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: Nolse type 1 S; - Noisetypel . XOR Noise type 1
Table 1. Compared outlier detection algorithms. 4 ! , RN Lt
Algorithm | Ref Type Parameter | Year | Publication ’ *‘1 ,ﬁ,
MCD [5] Statistical testing top-N 1984 | J. Am. Stat. Assoc. 4 - - b
ODIN [7] Distance-based k, top-N 2004 Int. Conf. on Pattern Recog L ’% (g
LOF [9] Density-based k, top-N 2000 | ACM SIGMOD
NC [12] Math. optimization | &, top-N 2018 | IEEE-TNNLS |

Int. Conf. Fuzzy Syst. Da ~ Noise type 2 mu

DOD new Shifting-based k 2018
Mining *
MOD new Shifting-based k 2018 | It Conf. Fuzzy Syst. B , ﬁ
Mining ki

Table 2. Datasets used in the experiments. (http://cs.uef.fi/sipu/datasets/)

Dataset Size Outlier Clusters . . . .
o1k 5000 P~ e Flgure 4. Noisy datasets S1, S3 and XOR with noise type 1 (up) and noise type 2 (down).
Al-A3 3000, 5250, 7500 7% 20135,:50 , m
Unbalance 6500 7% 8 .
XOR 2000 7% 4 {ion results are summarized in Figure 6. The first results (gray) are obtained

priori knowledge of the amount of noise (7%). Each method selects exactly the
unt of outliers. The second results (red) are when no a priori parameter is

0.90

;u%z..u.,a.,;_ il bt the algorithm is forced to solve the thresholding by its own.
v % Flgure 5, both proposed methods are clearly better than the other tested methods

A jte than 4%). We can also see that the proposed methods perform almost

1 well when no threshold parameter (red results). No automatic thresholding
Fm“m.._um_ ance sloped for the other methods, so comparative results are missing.
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Figure 3. Datasets used in the experiments.

3.1 Noise Models
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8
. Average detection results for the 9 datasets in Table 2 and Figure 4. We used 4=30 in all tests. The

ure obtained using a priori (7%) number of outliers, and the red results using the number of
tically determined by the method.
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We consider two types of noise:
1. Random noise
2. Data-dependent noise

In the first case, uniformly distributed random noise is added to the data. R
values are generated in each dimension between [Xmean-2-7ange, Xmean+2-range]
Xmean 1S the mean of all data points, and range is the maximum distance of any
from the mean: range = Max([Xmax- ¥mean|, [Xmean- Xmin[). The amount of noise i§
data size. In the second case, 7% of the original points are copied and moved to
direction. Noisy datasets are shown in Figure 4.

methods based on k-NN require O(N?) calculations. To address this slowness
le-force approach, we use the KD-tree technique [18] with all algorithms. It
| in low-dimensional but can become inefficient with higher dimensions
In this case, faster approximate like NNDES [19] or the Random pair divisive
) |20] can become more efficient. Running times of the 9 datasets with noise
summarized in Table 3. The proposed method is somewhat slower than the
ods because of the iterations.
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Table 3: Average running times (seconds) for the 9 datasets.
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| W. Dong, C. Moses, K. Li, “Efficient k-nearest neighbor graph construction for generic similarity

Algorithm

DOD

- MOD

LOF

ODIN

MCD

ineasures”. ACM Int. Conf. on World Wide Web, 577-586, 201 _.. ) o
)| §. Sieranoja and P. Frénti, “Fast random pair divisive construction of kNN graph using generic distance

Time (s)

5.58

9.9l

0.68

0.08

1.88

ineasures”, Int. Conf. on Big Data and Computing (ICBDC), Shenzhen, China, April 2018.

4 Conclusions

Mean-shift outlier detection (MOD) was proposed. The results show that medoid
variant (DOD) is slightly more effective than the mean-shift (MOD). For the sfi
noise patterns, the proposed approach clearly outperforms existing outlier defs
methods: LOF, ODIN, MCD and NC. The most important property of the proj
method is that it does not require any threshold parameter to tune. ,
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