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Averaging GPS trajectories is needed in applications such as automatic generation of road network and 

finding representative movement patterns. We organized a challenge where participants submitted pro- 

posals to solve the averaging problem. In this paper, we review the proposals and evaluate their perfor- 

mance. We present a synthesis of the submitted methods and develop a new baseline composed of the 

well-performing components. The new baseline outperforms all existing averaging methods. All datasets, 

submissions and evaluations can be accessed on the competition webpage: http://cs.uef.fi/sipu/segments . 
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. Introduction 

Tracking user movement by positioning technologies like GPS 

ave became every day practice. As a result, large number of data 

as been collected. By analyzing the collected GPS trajectories, it 

as become possible to analyze traffic patterns [5] , traffic anomaly 

etection [1–4] , taxi social dynamics [6] , and people movement 

nder natural disaster [7] among many other applications. One im- 

ortant application is to refine existing road networks [40] . Re- 

earchers have even proposed methods to extract entire road net- 

orks from the collected GPS data [8–11,51,52] . This includes two 

ajor challenges: 

- Detecting intersections 

- Creating road segments 

We focus here on the second challenge. Our goal is to find a 

ast and effective method for averaging a given set of trajectories 

o that the average segment can be used to represent the road seg- 

ent. An example of GPS trajectories collected in the city of Joen- 

uu is shown in Fig. 1 where two sample trajectory sets and their 

verage segments are shown. Other applications for segment av- 

raging include clustering of GPS trajectories, calculating average 

outes for taxi trips, and anomaly detections. 

Finding a good representative segment for a set of GPS trajecto- 

ies is a challenging problem. First, it is not even clear how the av- 

rage should be defined in case of multivariate data. Second, defin- 

ng the average as minimization problem leads to a computational 
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nfeasible NP complete optimization problem. Third, the data is of- 

en noisy and the exact mean might not always be the best solu- 

ion. 

The above-mentioned problems have led us to call for practi- 

al solutions to the problem. We organized the segment averag- 

ng competition where participants were given access to 100 sam- 

le trajectory sets to help in designing their methods. Participants 

ere able to test their candidate solutions anytime via a web in- 

erface by dragging-and-dropping their candidate solution as a text 

le. The system then provided visual output with numerical accu- 

acy estimates, see Fig. 2 . There were no limitations of how many 

imes a participant could upload a trial solution to the system. In 

otal, we received 8282 trials. 

Final solutions were submitted by the deadline, 15th April 2019, 

ia the same web site by uploading a program code and a doc- 

mentation of the proposed method. The program code was re- 

uired to read and write the files in a specified format. Accepted 

rogramming languages were Matlab, Python, C/ C ++ , Java and 

HP. Sample codes were provided in each of these languages. In 

otal, we received 9 submissions from 7 different participants. 

In this paper, we summarize the results of the competition. We 

eview the proposed methods; compare their results using both vi- 

ual quality and several numerical criteria including average accu- 

acy, processing time, number of points and the length of the aver- 

ge segment relative to those in the ground truth. We compare the 

ethods against existing methods from literature; including sev- 

ral Medoid-based solutions, DTW-averaging, and the previous so- 

ution in our CellNet road extraction system [11] . 

Based on the proposals, we form their synthesis as a general 

ramework. We then construct a new baseline method by select- 

ng the best design choices for each component. By best, we mean 
nder the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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Fig. 1. A set of trajectories and known intersections (left). Two example sets of segments are extracted between two intersection-pairs (input). Expected output is also shown 

(right). 

Fig. 2. Training data page (left). A participant could drag and drop a solution in the specified box to receive scores and visualization for every set in the training data (right). 
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hoices that provide best compromise between accuracy, speed 

nd simplicity of the implementation. Sometimes a more complex 

ethod can provide slight improvement but we do not consider it 

orth to add the extra complexity in the overall system. 

To evaluate the methods, we introduce a new measure called 

ierarchical cell similarity (HC-SIM), which calculates similarity be- 

ween the ground truth and the solution obtained by the algo- 

ithm. HC-SIM uses a grid with six different cell sizes (0.5%, 1%, 

%, 4%, 8%, and 16%). At each level, we count the number of cells 

he two segments share (intersection) divided by the total num- 

er of cells they occupy (union). This part is taken as such from 

-SIM [12] . The final measure is the average C-SIM value at the six 

evels. The new HC-SIM measure correlates significantly better to 

uman judgment (Pearson’s correlation of 0.88) than the existing 

easures (Pearson’s correlations between 0.05 - 0.72) when calcu- 

ated on a dataset that was subjectively evaluated by two review- 

rs. For this reason, HC-SIM is used as our primary quality crite- 

ion. 

The rest of the paper is organized as follows. In Section 2 , we

rst review the existing averaging methods from literature, and 

hen document all the submitted methods. In Section 3 , we in- 

roduce the training and testing datasets used. We also define the 

valuation criteria, including the new HC-SIM similarity measure. 
[

2 
he results of the competition are then given in Section 4 in terms 

f numerical and qualitative evaluation. Conclusions are drawn in 

ection 5 . 

. Averaging time series 

The averaging task is seemingly simple as calculating average of 

umbers is trivial, and it is easy to generalize from scalar to vec- 

ors in multivariate data analysis. However, averaging time series is 

ignificantly more challenging as the sample points do not neces- 

arily align. Given two time series sequences X = { x 1 , x 2 , …, x k } and

 = { y 1 , y 2 , …, y k }, the sample x i might align to some other sample

han y i but because of transformations in time. For example, the 

oint x 7 is aligned with point y 5 in Fig. 3 . 

The problem has been studied using dynamic time warping 

DTW) as the distance measure. Mean for pairwise average is easy 

o calculate [29] but it is not necessarily optimal [36] . The prob- 

em has been also considered as multiple sequence alignment (MSA), 

hich is equivalent to the Steiner sequence [32,33] . However, it was 

hown that even this approach does not guarantee optimality [36] . 

he averaging problem in the context of DTW spaces has been 

hown to be NP hard with respect to the number of sequences 

28] . 
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Fig. 3. Averaging two time series X and Y by aligning the two sequences to the 

average (black line) using dynamic time warping distance. 
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Table 1 

Heuristic algorithms to approximate averaging time series with DTW distance. 

Acronym Method Reference 

MM/DBA Majorize-minimize / DTW Barycenter [32] + [33] 

Soft-DTW Soft DTW averaging [34] 

SSG Stochastic subgradient [35] 

iTEKA Iterative time elastic kernelized averaging [44] 

CellNet Shortest trajectory + MM (2 iterations) [Cell Net 2018] 
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Segment averaging is a special case of time series where the 

lignment is performed in geographical space. The spatial location 

cts as the observation, and the time stamp itself is usually ig- 

ored. Compared to time series, averaging a set of GPS trajectories 

oses two additional challenges: 

• The samples are in two-dimensional space (latitude, longitude) 
• The data can be very noisy due to GPS errors 

We next review existing methods designed for time series, and 

utline how they have been generalized to averaging GPS trajec- 

ories. We recall one existing method [11] , and document all the 

ethods submitted to the competition. 

.1. Mean 

Mean is defined here as any sequence that minimizes the total 

quared distance from all the input sequences to the mean: 

rg C min 

k ∑ 

i =1 

D ( x i , C ) 
2 (1) 

ere X = { x 1 , x 2 , …, x k } is the sample input set and C is their mean,

hich is also called as centroid . However, the search space is huge 

nd exhaustive search by enumeration is not feasible. Some au- 

hors consider the problem so challenging that they think it is 

ot self-evident that the mean would even exists [30,35] . How- 

ver, their reduction theorem showed that mean exists for a set 

f DTW-spaces [30] and the existing heuristics have therefore the- 

retical justification. Exponential time algorithm for solving the ex- 

ct DTW-mean was recently proposed in [36] . 

.2. Medoid 

Median is commonly used instead of mean because it is more 

obust to noise. Median is the observation which lies in the middle 

f the sorted observations. However, multivariate data lack natu- 

al ordering and different definition is therefore needed. Medoid is 

efined as the observation whose total distance to all other obser- 

ations is minimal, see Fig. 4 . By selecting a distance function be- 

ween the trajectories, we can reduce the problem to linear search. 

Medoid is defined as the input sequence x j that minimizes the 

ollowing function: 

rg j min 

k ∑ 

i =1 

D 

(
x i , x j 

)
(2) 
3 
here D is any distance (or similarity) function between two GPS 

rajectories. For possible choices for the function, we refer to [12] . 

In other words, Medoid is defined as an optimization problem 

imilarly to mean. The difference is that, instead of allowing any 

ossible trajectory in the space, Medoid is restricted to be one of 

he input trajectories. This reduces the search space significantly, 

nd the time complexity of finding Medoid is O( nk ), where k is 

he number of trajectories, and n is the number of points in the 

ongest trajectory. 

Medoid is a good choice when there are many trajectories in 

he set to choose from but it has several major problems. First, 

edoid is limited to the original trajectories and can provide 

 poor approximation when there are only few observations to 

hoose from. Second, it carries the properties of the dataset to the 

epresentative segment, such as the point frequency and artifacts 

ike the zig zag in the leftmost example in Fig. 5 . Third, artifacts of

he chosen distance function also influence Medoid. 

.3. Approximating the mean 

Several heuristic algorithms can be found in literature to ap- 

roximate the mean when using dynamic time warping distance. 

e have listed the most common algorithms in Table 1 . Most of 

hem are iterative optimization techniques aimed at minimizing 

1). 

A two step procedure was proposed in [31] using Medoid as an 

nitial (reference) solution. First, the input sequences are aligned to 

he reference solution using optimal warping path ( majorize step ). 

econd, pointwise averages are then calculated for the samples 

ligned to the same point ( minimization step ). 

Based on the idea above, an iterative Majorize-minimize (MM) 

lgorithm was introduced in [32] by repeating the two steps in 

urn. The algorithm is shown to converge to a local minimum af- 

er a finite number of iterations [35] . The Majorize-minimize al- 

orithm was later re-formulated and popularized under the name 

TW Barycenter averaging (DBA) [33] , and its locally constrained 

ariant presented in [53] . 

Sof t DT W [34] replaces the hard minimum operator by soft ex- 

ression so that the optimization function is fully differentiable in 

ll of its arguments. Stochastic subgradient (SSG) [35] is very sim- 

lar to MM but instead of calculating the exact subgradient using 

ll samples, it estimates a subgradient of the Frechet function for 

 single randomly picked sample at a time, and updates the new 

verage immediately. 

We can draw an analog of SSG to MM as follows. MM cor- 

espond to the standard k-means (batch variant) [37,39] since all 

oints are first assigned before updating the average. SSG corre- 

ponds to the sequential variant of k-means [38] , since the average 

s updated immediately after every point assignment. 

. Averaging GPS trajectories 

Averaging GPS trajectories is slightly different than averaging 

ime series in general. Both time series and GPS trajectories are 

ubsequent (ordered set) of observations. However, while time se- 

ies contains numerical (scalar) observations, the points in GPS tra- 
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Fig. 4. Examples of using mean and Medoid for segment averaging. 

Fig. 5. Examples of using Medoid (DTW) for segment averaging of a set of k trajectories (gray) consisting of n points. The Medoid is emphasized using blue color. Ground 

truth is the black segment. HC-SIM similarity is shown as a percent. 
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4

ectories are two-dimensional vectors representing geo-locations. 

ost methods developed for time series should generalize to av- 

raging of GPS trajectories with some effort, but there are some 

dditional considerations. 

First, the order of the points in the GPS trajectories can be ar- 

itrary and we merely assume that the trajectories represent the 

ame route. In other words, going from A-to-B is usually equiva- 

ent to going from B-to-A. Second, the data is likely to have both 

oisy points, and noisy trajectories. For this reason, and because 

f the high time complexity, we do not consider the calculation of 

he optimal average as a practical solution for the problem. Third, 

ynamic time warping is commonly used as the distance measure 

etween time series but it is not necessarily the best function for 

easuring distance between GPS trajectories. 

K-means clustering has been applied to extract road lanes from 

 set of GPS trajectories in [41] . The averages of the road seg-

ents were referred as the center of the lane but without any de- 

ails how it was defined and calculated. In [40] , the centerline is 

stimated using spline fitting with weight least squared regression . 

n other words, the data is treated as an unordered set of points 

or which piecewise polynomials are fit with continuity conditions 

t the knot points [42] . 

The number of knots (control points) was selected heuristically 

y selecting smallest number of points for which curvature error is 

elow acceptable threshold. An explicit upper limit was also set as 

 N / k , where N is the total number of GPS points in the set, and k

s the number of trajectories. This means that the center line can 

ave at most twice the number of average points per trajectory. 

or example, assume that we have k = 5 trajectories each having 

 = 20 points, on average. Then, N = 100 and the upper limit will

e 40 points. 

Besides the method in [40] , it is not easy to find alternative so-

utions from literature. The only other technique we are familiar 
i

4 
ith is the method used in CellNet [CellNet]. CellNet is a method 

xtracting entire road network from a GPS collection. It first rec- 

gnizes intersections by clustering the points around the regions 

here the trajectories split into several directions. The road seg- 

ents are then created between the detected intersections using 

egment averaging, which is an important part of the method. The 

rocess of CellNet is illustrated in Fig. 6 . 

The CellNet segment averaging is based on the Majorize- 

inimize algorithm from [32] with few simplifications, see Fig. 7 . 

irst, instead of starting with Medoid, the shortest path is chosen 

s the initial choice as proposed in [Fathi and Krumm2010]. The 

ssumption is that it contains less GPS errors and is more likely a 

irect connection of the two crossroads. It is also faster to compute 

han finding Medoid. The method uses the Fast DTW [23] instead 

f the original method with quadratic time complexity. These two 

odifications reduce the speed down to 1% compared to the orig- 

nal MM algorithm. 

Outliers are also detected in CellNet by calculating similarity of 

he trajectory to the initial average. C-SIM similarity [12] is used 

ith cell size of 25 m × 25 m. Trajectories that are not 100% simi- 

ar are removed. The CellNet algorithm then iterates the Majorize- 

inimize algorithm but only for two iterations since it tends to 

onverge fast. Finally, the number of points in the average segment 

s reduced by polygonal approximation using the algorithm from 

43] . As a result, the number of points is reduced to 30%, on av-

rage, without significant loss of accuracy. On the contrary, it was 

eported in [11] that it even improves the accuracy because filter- 

ng some noisy points as a side effect. 

. Summary of the new proposals 

We received 9 submissions in total from 7 different partic- 

pants. All methods were either completely new inventions, or 
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Fig. 6. System diagram of the CellNet (above) and sample result using GPS trajectories collected in the city of Joensuu, Finland (below). 

Fig. 7. The CellNet segment averaging (left), with an example (right). 
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Table 2 

Submitted methods and their properties. 

Method Author Ref Language Parameters 

Marteau P.-F. Marteau [Mar19b] Python/ C ++ 3 

Marteau + PA P.-F. Marteau [Mar19b] Python/ C ++ 3 

Yang-1 J. Yang [Yang] Python 1 

Yang-2 J. Yang [Yang] Python 6 

Leichter A. Leichter — Python 1 

Karasek-1 T. Karasek [Karasek] Python 3 

Karasek-2 T. Karasek [Karasek] Python 3 

Dupaquis A. Dupaquis — Python 10 

Amin M. Amin — R 3 

Medoid — — Java 1 

CellNet — [CellNet] PHP 1 

5. Polygonal approximation ( Marteau + PA ) 
dopted from the context of time series averaging. As far as we 

now, all participants worked independently and knew nothing 

bout the work of others. Most participants had very little knowl- 

dge of the existing theory and literature. It is therefore fair to ex- 

ect fresh ideas and different viewpoints to appear. However, to 

ur surprise the overall structure and the individual design choices 

hared lots of similar ideas. 

We next present the submitted methods one by one, and after 

hat, we construct their synthesis as a general framework for aver- 

ging GPS trajectories. We then analyze how the proposed meth- 

ds fit into this framework. We study every component and com- 

are the alternative design choices for the components. The sub- 

itted methods are summarized in Table 2 . Also two reference 

ethods are included: Medoid and CellNet. 

.1. Marteau 

The method by Pierre-Francois Marteau [Mar19b] consists of 

he following steps: 

1. Re -ordering of the points 
5 
2. Oversampling by interpolation 

3. Pointwise averaging 

4. Removing outliers 
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Fig. 8. Example of how the re-sampling procedure adds more points to the line by 

interpolation. Original trajectory has 4 points while the re-sampled trajectory has 

10 points. 
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First, it solves the ordering problem as follows. It selects a ref- 

rence trajectory randomly and calculates its similarity to all other 

rajectories, as such, and in reverse order. Time elastic kernel [26] is 

sed as the similarity measure. If the reverse order is more similar, 

he trajectory is reversed. In the next step, extra samples are added 

o the trajectories by interpolation so that all trajectories will have 

he same length (see Fig. 8 ). The total number of points is fixed to

 constant of 300 regardless of the trajectory. 

Fig. 9 , 10 

The averaging itself is an iterative algorithm called kernelized 

ime elastic averaging (iTEKA) [Mar19]. It is similar to the MM and 

BA [32,33] but uses kernelized version of DTW, which considers 

ll possible alignment paths, and it also integrates a forward and 

ackward alignment principle jointly. 

Outliers are detected by calculating the log -similarity of all tra- 

ectories in the set to the preliminary average. Trajectories are re- 

oved if their log-similarity is greater than the standard deviation 

f all log-similarities. However, this rule is applied only for sets 

hose standard deviation is greater than 5. After outlier removal, 

he averaging algorithm is repeated for the cleaned data. 

Finally, the result is post-processed by polygonal approximation 

sing the algorithm from [Mar09]. It requires the number of points 

s input, and then aims at minimizing root-mean squared error as 

he input trajectory and its simplified version. The average num- 

er of points of the input trajectories in the set is used as the pa-

ameter. Two variants are considered here: the algorithm without 

 Marteau ) and with the post-processing ( Marteau + PA ). Only the 

rst one was submitted to the competition. The latter was devel- 

ped as an obvious consequence after seeing the results. 

.2. Karasek 

The method by Tomas Karasek [Karasek] consists of the follow- 

ng steps: 

• Re -ordering the points by clustering 
• Find median number of points ( k ), and split the trajectories into 

10 ∗k intervals. 
• Pointwise averaging 
• Removing outliers 
• Polygonal approximation (Douglas-Peucker) 

Since some of the trajectories may be in reverse order, the first 

tep aims at swapping their order so that all trajectories can be 

ligned. Ten iterations of k -means ( k = 2) are applied for this. Extra

amples are then added to the trajectories similarly as by Marteau . 

he number of points is taken as 10 •k where k is the median num-

er of points in the trajectories in the set. This causes some over- 

ampling effect but it will be taken care later. 

Averaging is performed by calculating pointwise averages of 

ach interval individually. This assumes that the trajectories are 

ligned well enough due to the over-sampling. 

Outliers are detected by using two features: distance and 

ength . The first feature is the distance between the trajec- 
6 
ory and the preliminary average. This is done simply by sum- 

ing up the Euclidean distances of all the aligned points. This 

s possible because of the over-sampling caused by the in- 

erpolation. The second feature is the length of the trajec- 

ory. Z-scores are calculated from both features and compared 

o the thresholds optimized for the training data: T dist = 2.13 

nd T length-low 

= −1.23, T length-high = 1.8129 ( Karasek-1 ), or 

 dist = 3.0154 and T length-low 

= −1.5897, T length-high = 1.9667 

 Karasek-2 ). At minimum, four closest samples are always pre- 

erved (if available) regardless of the outlier detection. The aver- 

ging step is then repeated after the outlier removal. 

The final step is down-sampling by polygonal approximation. 

ouglas-Peucker splitting algorithm [24] is used with the param- 

ter ε= 0.0755 ( Karasek-1 ), or ε= 0.0058 ( Karasek-2 ). Overall, the 

ethod is very similar to Marteau . The key elements are the 

ver-sampling in the beginning to help the processing, and down- 

ampling at the end. For the averaging, Marteau uses a method 

dopted from time series context while Karasek uses a simple 

ointwise averaging. Both methods also apply outlier removal. 

arasek considers the choice of the features for the outlier re- 

oval as the crucial part of the method. To avoid over-fitting, the 

arameters were tuned only using sample sets that visually ap- 

roximated the true trajectory. 

.3. Leichter 

The method by Artem Leichter has the following steps: 

• Re -ordering the points 
• Polygonal approximation (Douglas-Peucker) 
• Pointwise averaging 

First, it solves the ordering problem as follows. It selects the 

tart point of the first trajectory as a reference and then calculates 

he distance from all the other start and end points. Trajectories 

hose end point is closer to the reference are reversed. 

The method then applies polygonal approximation to reduce 

he number of points. The same Douglas-Peucker algorithm is used 

24] as by Karasek with parameter setting ε= 0.1. It assumes that 

he remaining points align because they are the representative 

oints that keep the shape of the trajectory. The method then cal- 

ulates the Pointwise averages at the same index. If the trajectories 

ave different lengths, shifting is applied to balance the both ends. 

his can cause some alignment issue. 

Overall, the method is similar to those of Marteau and Karasek 

n that the key idea is to modify the trajectories so that they will 

ave the same number of points. The difference is that instead 

f adding extra points (oversampling), Leichter removes unneces- 

ary points (down-sampling). The downside of the method is that 

he aligning can be rather rough, while its positive side is that 

olygonal approximation will not be needed anymore as a post- 

rocessing step. The method lacks outlier removal step. 

.4. Yang 

The method by Jiawei Yang works as follows: 

• Re -ordering the points by clustering 
• Detecting segment type (linear or curvy) 
• Create either linear segment or median segment 
• Removing outliers ( Yang-2 ) 

It first solves the order of trajectories by clustering their start 

nd end points by k -means ( k = 2). The idea is the same as by

arasek except that k-means is iterated here until convergence. In 

ddition to the start and end points, median point is also extracted 

rom every trajectory, and the average of these median points is 
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Fig. 9. Two types of outliers are detected: (1) trajectories having low similarity with the average; (2) trajectories whose length deviate too much from the average. The 

cleaned data and the revised average are shown on right. 

Fig. 10. Two strategies used by the methods Yang-1 and Yang-2 . Linear mode outputs only two or three sample point while the curve model finds the median trajectory. 
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lso calculated. As a result, three descriptors are extracted from 

he set: start (S), median (M) and destination (D). 

The method consists of two alternative strategies: one for lin- 

ar segments and another one for curvy segments. The choice be- 

ween these strategies is chosen for each set separately based on 

he three descriptors. If the cosine of the angle between the seg- 

ents SM and SD (or MD and SD) is more than 0.99, then simple

inear model is applied. If the set have less than three points, the 

utput consists only of the end points (S,D). Otherwise, the output 

s the triple (S,M,D). The order of S and D is chosen arbitrarily. 

The strategy for curvy segments is also rather simple. The num- 

er of the points in each trajectory is counted and their median is 

aken. The trajectory having the median number of points is then 

hosen as such as the output as such. This is kind of layman’s ver-

ion of Medoid, with the advantage of reducing the time complex- 

ty from O( k 2 ) to O( k ). 

A second version ( Yang-2 ) was also submitted. This version in- 

ludes also outlier detection step before calculating the descrip- 

ors (S, D, M). A general purposed density-based outlier detection 

ethod called local outlier factor (LOF) [Breunig et al. 20 0 0] is ap-

lied. The outlier detection affects only on the calculations of those 

hree descriptors. The revised descriptors are weighted linear aver- 

ge of the results with and without the outlier removal step. 

e

m

7 
.5. Dupaquis 

The method by Alexandre Dupaquis is very similar to Yang . It 

ontains the following steps: 

• Re -ordering the points 
• Removing outliers 
• Create either linear segment or apply naïve averaging 

First, it solves the ordering problem by analyzing the slope be- 

ween the start and end points. If the magnitude of the slope is 

reater than one (vertical direction), the topmost of the two points 

re chosen; otherwise the rightmost is chosen. In this way, the di- 

ection of the traversal is assumed to go from top-right to bottom- 

eft. 

Second, outlier trajectories are removed by considering the fol- 

owing four features: 

• Slope 
• Center 
• Length 

• Speed 

If the value is above (or below) a threshold, relative to the av- 

rage, the trajectory is removed; except it is the only trajectory re- 

aining in the set. Thresholds are set to the following: 
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f

Athens [13] 
• Slope is twice as big (or twice small) as the average slope (and 

k ≥ 20). 
• Center is further than 3 times standard deviation of all the cen- 

ters. 
• Length is 30% longer (or 30% shorter) than the average length. 
• Speed (average path length per point) is 50% faster (or 30% 

slower) than average. 

The remaining trajectories are processed by calculating three 

escriptors similarly as Yang : end-points (S,D) and the middle 

oint (M), which is the average of all points. The length of this 

egment (S,M,D) is calculated and compared to the average length 

f the remaining trajectories. If it is within 5%, then (S,M,D) is used 

s the representative. 

In case of curvy segment, naïve pointwise averaging is per- 

ormed without any alignment. The segment is continued as long 

s all valid trajectories have remaining points. Two variants are 

onsidered: one using normal (L 1 ) and another using quadratic (L 2 ) 

verage. The one resulting longer segment is taken as the final re- 

ult. This approach is somewhat too naïve and can cause unwanted 

rtifacts if the number of points in the trajectories varies a lot. 

.6. Amin 

The method by Mohammad Amin is probably the most unique 

mong all the submissions. It involves the following steps: 

• Selecting either the dimension (x or y) used as the predictor 
• Selecting the start and end values for the predictor 
• Removing outliers 
• Solving piecewise linear regression 

It is the only proposal that follows the approach presented in 

40] , which processes the trajectories merely as a bunch of points, 

nd then solving piecewise linear regression [49,50] . This approach 

tself is somewhat counterintuitive as it throws out the informa- 

ion about the order of the points, and which trajectory they come 

rom. However, it has the benefit of a smoothing effect as single 

oise point can no longer create sharp peak or turn into the tra- 

ectory because it will be averaged over a larger number of points. 

The method Amin first selects the coordinate (x or y) that has 

arger variance, as the predictor in the linear regression. The mini- 

um and maximum values of the predictor are then selected from 

very trajectory. Their corresponding averages are calculated and 

oved towards each other by the amount of standard deviation 

SD); except if they are already closer than 2 •SD (no movement 

ade). 

Outliers are detected using DBSCAN clustering algorithm 

48] with the parameters eps = 0.05 and MinPts = N / k , where k is the 

umber of trajectories in the set. If more than 50% of the trajec- 

ories are detected as outliers, the DBSCAN is ran again after eps 

arameter has been increased by + 0.01. This step is repeated until 

he number of detected outliers is less than 50%, after which all 

etected outliers are removed (see Fig. 11 ). 

The method then calculates the average number of points in the 

rajectories and produces the average segment having equal num- 

er of points. Piecewise linear regression uses the method as ex- 

lained in [49,50] . 

Since most original trajectories contain more points than 

eeded, the method is likely to have over-sampling problem be- 

ause it relies on properties of the dataset to choose the number of 

oints. Polygonal approximation could be added as post-processing 

o overcome this problem though. 

.7. Synthesis of the methods 

The submitted methods have a lot of in common. We next gen- 

rate a synthesis of the proposals. It serves as a general framework 
8 
ow the averaging problem can be solved in general. Averaging 

ethods for time series focus merely on the sequence averaging, 

hile averaging GPS trajectories involves three additional steps: 

• Re -ordering the points 
• Outlier removal 
• Simplifying by polygonal approximation 

The synthesis is shown in Fig. 12 , and the composite of the sub- 

itted methods are summarized in Table 3 accordingly. It is some- 

hat surprising how similar overall structure the methods have. 

he methods can be categorized to three overall strategies: 

• Sequence averaging: Marteau, Yang, Karasek, Leichter, Dupaquis 
• Simple line model: Yang, Dupaquis 
• Piecewise regression: Amin 

Most methods use the sequence averaging strategy but only 

arteau adopted an existing optimization technique from time se- 

ies context as such. Yang uses heuristic variant of Medoid while 

he other three modifies the sequences to have the same num- 

er of points and then apply pointwise averaging. This is done ei- 

her by up-sampling via interpolation ( Karasek, Dupaquis ), or by 

own-sampling via polygonal approximation ( Leichter ). Karasek 

ompensates the up-sampling strategy by a down-sampling post- 

rocessing step. Yang and Dupaquis alter between two different 

trategies. 

Most methods apply pre-processing to guarantee that the 

oints are in the same order before the averaging. Two methods 

 Karasek and Yang ) cluster the start and end points, two other 

ethods ( Marteau and Leichter ) compare the similarity of the 

riginal sequence and its reverse form to an arbitrarily chosen ref- 

rence trajectory. The one with more similar decides the order. 

wo methods ( Dupaquis and Amin ) analyze principal direction ei- 

her via the piecewise regression strategy ( Amin ) or by comparing 

he start and end points ( Dupaquis ). 

Outlier removal is included in almost all methods. One author 

ubmitted two variants ( Yang ): with and without outlier removal. 

ne method did not include any outlier removal at all ( Leichter ). 

he choice of the method varies a lot. Most methods ( Marteau, 

arasek, Dupaquis ) use simple statistics like distance or length. 

ne method ( Yang ) use existing general outlier detection method 

alled LOF, and another ( Amin ) DBSCAN clustering algorithm for 

he purpose. 

Regardless of the feature, selecting the threshold is a challeng- 

ng step. Some optimize it for the training data, some use statistics 

ike standard deviation, Z-score, or use log-scaling. Even the exist- 

ng methods (LOF, DBSCAN) depend on the choice of the parame- 

ers. Most methods re-apply the sequence averaging step after the 

utliers have been removed. Two methods ( Karasek, Amin ) apply 

he outlier removal iteratively to relief the burden of the parameter 

hoices. 

Polygonal approximation is applied in three methods ( Marteau, 

arasek, Leichter ). The first two need it because of the up- 

ampling process. The down-sampling approach ( Leichter ) is a bit 

rude but it avoids the need for this post-processing step. One 

ore method ( Amin ) would have also benefitted from the polygo- 

al approximation. 

. Data and criteria 

We generated the benchmark data by extracting segments from 

our independent trajectory datasets: 

• Joensuu 2015 [12] 
• Chicago [14] 
• Berlin [13] 
•
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Fig. 11. Examples of the piecewise linear regression and the outlier detection used by Amin. On the left, outliers vary significantly from the well-defined path. On the right, 

bottom-most outliers overlap with considered points. 

Fig. 12. Flow diagram of the method synthesis (left), and the chosen design components of the submitted methods (right). The core of the averaging step consists of only 

two steps, while the overall system uses one pre-processing and two post-processing techniques. 

Table 3 

Summary of the components included in the submitted proposals. 

Method Re -order Re -sample Averaging Outliers Polyg. appr. 

Marteau Dissimilar Up to n max iTEKA distance —

Marteau + PA Dissimilar Up to n max iTEKA distance Marteau-Menier [27] 

Yang-1 K-means — Line/median — —

Yang-2 K-means — Line/median LOF —

Leichter Dissimilar Downsample Average — Douglas-Peucker 

Karasek-1 K-means Up to 10 ∗k Average dist + length Douglas-Peucker 

Karasek-2 K-means Up to 10 ∗k Average dist + length Douglas-Peucker 

Dupaquis Direction — Line/Aver stats + length —

Amin Direction — Regression DBSCAN —

Medoid — — Medoid — —

CellNet — — MM distance Chen et. al 
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We selected 10% of the data for training, and the rest 90% was 

ept for testing. The data is available via our web site: http://cs.uef. 

/sipu/segments . The datasets and their properties are summarized 

n Table 4 . 

Joensuu 2015 dataset is collected by Mopsi users [12] mostly 

y walking, running and using bicycle. The point frequency is high, 
i

9 
bout 3 s on average but the data is often noisy due to low move-

ent speed and using older phones for data collection. 

Chicago data is collected by university shuttle busses of the 

niversity of Chicago. The segments are longer and simpler due to 

he regular city block structure, and the sets contain more samples. 

ome segments are systematically biased because of tall build- 

ngs along the route causing the GPS signal to bounce. Athens 

http://cs.uef.fi/sipu/segments
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Table 4 

Five GPS trajectory datasets and their properties. 

Dataset: Trajectories Points Total length Sampling rate Speed 

109 43 891 252 km 2.99 s 10.58 km/h 

889 118 360 2 869 km 3.62 s 24.60 km/h 

27 189 192 223 40 603 km 41.9 s 23.8 km/h 

120 72 439 13 432 km 61.7 s 11.4 km/h 
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nd Berlin contain much sparser data collected by car driving with 

ecording frequency of about 42 s (Berlin) and 61 s (Athens). The 

egments extracted from these datasets are therefore simpler and 

ontains only few points. The extraction process is described next. 

.1. Segment extraction 

A GPS trajectory is a sequence of points T = ( p 1 , p 2 , p N ) where 

ach point has a latitude, longitude and timestamp. To extract the 

ets of similar segments we do the following steps: 

1. Query road network from OpenStreetMap 

2. Extract intersections by selecting the nodes with degree more 

than 2 

3. Extract in-between road segments with a minimum length 

ε = 25 m. 

4. Using each road segment: 

a Search trajectories that pass through both its end-points ( ≤
ε) 

b Extract trajectory segments between the two end-points 

c Keep only the trajectory segments similar to the road seg- 
ment 

10 
5. Discard sets that contain less than 2 trajectory segments 

6. Convert points to UTM and normalize the values to [0, 1] inter- 

val for each set. 

Step 4c is needed because there are trajectories that pass 

hrough the two end-points but follow a different path than the 

oad segment, see Fig. 7 . Using the similarity criterion, we can ex- 

lude these trajectories from our data set. For the similarity, we 

sed the C-SIM measure with cell size ε = 25 m. 

Step 6 is to allow participants to use the simple Euclidean dis- 

ance. In this way, they can focus merely on solving the average 

nstead of wasting time on secondary issues like data projection 

r implementing Haversine distance. It would also make possible 

o apply solutions from other spatial applications. Resulting trajec- 

ory sets are summarized in Table 5 , and visualized for the Joensuu 

005 in Fig. 13 . In total, we have 901 sets consisting of k = 10,480

rajectories with N = 90,231 points, in total. 

Table 6 
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Table 5 

Statistics of the segments extracted from each source dataset. A typical set is also shown from each source. 

Set Number of sets Segments per set (aver.) Points per segment (aver.) Segment length (aver.) 

227 4.16 22.84 1.01 km 

227 84.63 4.61 0.76 km 

625 6.97 2.08 0.98 km 

614 3.30 2.46 0.88 km 

Fig. 13. Sets of similar segments extracted from Joensuu 2015 trajectory data. The sets are emphasized in different color. 
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.2. Quality evaluation: hc-sim 

Our primary evaluation criterion is a numerical similarity mea- 

ure called hierarchical cell-based similarity measure (HC-SIM). It is 

ased on existing C-SIM measure 1 [12] by extending it to multi- 

le zoom levels. C-SIM divides the area into a grid of 25 × 25 

, and then counts the number of cells the two segments share 
1 http://cs.uef.fi/mopsi/routes/grid . 
H

11 
intersection) divided by the total number of cells they occupy 

union). HC-SIM extends this to six levels with a quad-tree struc- 

ure: 25 × 25 m, 50 × 50 m, 100 × 10 0 m, 20 0 × 20 0 m,

0 0 × 40 0 m 80 0 × 80 0 m. In case of our normalized [0, 1] scale,

e use the sizes of: 0.5%, 1%, 2%, 4%, 8%, 16%. The final HC-SIM 

easure takes the average C-SIM value at these six levels: 

C − SIM ( A, B ) = 

1 

L 

L ∑ 

i =1 

C − SIM 

(
A, B, 0 . 005 × 2 

i −1 
)

http://cs.uef.fi/mopsi/routes/grid


P. Fränti and R. Mariescu-Istodor Pattern Recognition 112 (2021) 107730 

Fig. 14. Examples grades given by the human evaluators with 15 sample segments from the Joensuu 2015 trajectory dataset. 

Table 6 

Correlation of different trajectory similarity measures to 

human grades. 

Measure Reference Correlation 

HC-SIM new 0.84 

C-SIM [12] 0.72 

IRD [15] 0.52 

LCSS [16] 0.45 

EDR [18] 0.37 

Hausdorff [22] 0.32 

ERP [20] 0.21 

Dynamic time warping [17] 0.11 

Euclidean [21] 0.09 

Discrete Frechet [19] 0.05 
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The new measure was not known by the participants so they 

ould not optimize their methods directly to the similarity mea- 

ure. One of the main benefits of the proposed HC-SIM is that it 

oes not require any threshold parameter. Instead, we call the C- 

IM measure repeatedly starting from smallest cell size of 0.5% and 

hen doubling it at every repeat. We stop the extension at level 

 = 6 because larger values do not yield any further difference in 

he measure because the cell sizes become so large that all seg- 

ents will become equal. 

To validate the measure, we created a small evaluation set 

onsisting of pairs of segments. Each pair consists of the ground 

ruth segment and the results generated by three distinct meth- 

ds: Medoid with DTW, CellNet and a random choice. Two hu- 

ans graded the results from 0 to 5 as demonstrated in Fig. 14 .

he grades of the two humans correlated to each other with a fac- 

or of 0.77 (Pearson’s correlation test). 

The new HC-SIM measure correlates very well (0.84) to the av- 

rage human grades, and is therefore used as our numerical qual- 

ty criterion. We considered also nine other well known similarity 

easures. Their correlation ratios in Fig. 6 show that most mea- 

ures perform poorly. IRD performs somewhat better because it 

ses interpolation. However, most others are sensitive to the num- 

er of points, sampling frequency, or the direction of travel. The 

esult of HC-SIM equals to C-SIM if selected L = 1. The correlation 

hen steadily increases as L increases from 1 to 6, after which no 

ore changes occur. 
12 
Frechet and Hausdorff measures are similar to each other. 

rechet utilizes the direction of the movement while Hausdorff

oes not, and therefore, it works better in our task. However, they 

oth are sensitive to noisy points as they measure maximal dif- 

erences instead of average. LCSS and EDR perform reasonably well 

ut they are sensitive to the choice of the threshold value. The only 

ther measure that performs even close to HC-SIM, is its single- 

evel variant, C-SIM. 

.3. Other evaluation criteria 

For evaluation, we use the following additional criteria: 

– Visual quality 

– Length of the segments relative to the ground truth 

– Number of points relative to the ground truth 

– Speed of the algorithm 

– Simplicity of the implementation 

Accuracy and visual quality are the main criteria, and speed the 

econdary. The other criteria provide additional insight, but they 

ere not decisive in the ranking. 

Visual quality was also evaluated by the organizers to detect 

bvious flaws in the numerical measure. This caused the highest 

coring method to be disqualified as it seriously over-sampled the 

egments. HC-SIM did not penalize over-sampling because it is in- 

ariant to the number of points. While having slightly higher num- 

er of points than in the ground-truth is not necessarily a bad 

hing, excessive number of points can increase memory and stor- 

ge requirements, and also slow down data retrieval and process- 

ng times in case of large road networks. 

In terms of speed, the submitted methods were divided roughly 

nto two categories: fast and slow. The fast methods took only few 

econds for the entire test data while the time taken by the slow 

ethods varied from 10 min to 1 hour, approximately. We could 

ave used the speed as a tie-breaker but since the winning method 

as already among the fast ones, we did not need to. 

The results of the other criteria are also reported but they 

id not affect the rankings. Some methods had moderate over- 

ampling issue, or deviation from the expected length, but such 

ssues did not seriously disturb the visual quality. 

All submitted methods were run on a test dataset (901 sets in 

otal). The speed was measured by running the methods on the 
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Table 7 

Results of the Medoid with different similarity measures. 

Method Training Testing Diff. Length Points Time 

DTW 57% 55% 2% 97% 159% ~1 h 

ERP 58% 56% 2% 97% 182% ~1 h 

Euclidean 58% 55% 4% 97% 175% ~1 h 

Frechet 60% 55% 5% 97% 210% ~1 h 

Hausdorff 61% 56% 5% 99% 121% ~1 h 

IRD 62% 57% 5% 98% 169% ~1 h 

LCSS ∗ 59% 54% 5% 99% 202% ~1 h 

EDR ∗ 59% 55% 4% 99% 210% ~1 h 

C-SIM 

∗ 58% 55% 4% 98% 190% ~1 h 

HC-SIM 59% 55% 4% 98% 1.9% ~1 h 

∗ Threshold value of 0.05 (eps for LCSS and EDR, cell length for C-SIM). 
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ame Dell R920 machine with 4 x E7–4860 (total 48 cores), 1 TB, 

 TB SAS HD. 

. Results 

We next report the results as follows. In Section 5.1 , we first 

tudy the Medoid with different distance measures, and select 

he best one to represent the Medoid in future comparisons. In 

ection 5.2 , we provide comparison of the submitted methods with 

wo reference methods: Medoid and CellNet. In the following sub- 

ections we then study different com positions of the best individ- 

al components. 

.1. Medoid 

To get an understanding on the difficulty of the datasets, we 

alculated the Medoid trajectory in each set and evaluated that as 

he representative. To calculate the Medoid we experimented using 

ll similarity measures at hand. We found out that while some per- 

orm slightly better than the others, in general the results are not 

ery good, see Table 7 . Medoid works very well when the set has

any trajectories because the probability of one of them to match 

o the ground truth will increase. However, many of our sets have 

nly a few segments, and thus, the Medoid do not work very well. 

On average, Medoid provides quality score of 59% (training 

ata) and 55% (test data). The difference between the training and 

esting sets is only 4%, on average, and it is consistent, which indi- 

ates that the test data is slightly more difficult. 

We also tried Medoid using the same measure (HC-SIM) that 

as used in the evaluation. An important observation is that the 

esult is not any better than that of the other measures. This re- 

eals that the problem is not the choice of the distance measure 

ut the general limitation of the Medoid itself which is restricted 

o select one of the input trajectories as the average. This can re- 

ult in poor choices when there are lots of noisy trajectories. This 

s a clear indication that a better averaging method than Medoid is 

eeded. 

.2. Overall comparison 

The results of the competition are presented next. As reference, 

e also include results for CellNet [11] , and Medoid (with IRD). Cell- 

et is used as an integral part of a more complex system where 

he points in the trajectories are already provided in the same or- 

er. CellNet averaging may therefore perform worse when the data 

s provided unsorted. For a fair comparison, we therefore test also 

ariant, CellNet o , in which the k-means re-ordering step is applied. 

edoid also does not include any pre-processing step but the cho- 

en distance measure is invariant to the order of the points. 

The results are summarized in Table 8 . All submitted methods 

erform significantly better than Medoid and CellNet. This shows 
13 
he importance of the contributions made to the challenge; we 

ould basically select any of the submitted methods to replace the 

urrent segment averaging method in CellNet, and gain improve- 

ent in accuracy. Most submitted methods are also fast and suit- 

ble for real-time processing. 

Marteau has the best accuracy (62.2%) but it over-represents 

he segment having almost 100 times the number of points what 

s expected according to the ground truth, thus, requiring orders 

f magnitude more storage space than the others. The method 

s also rather slow (30 min). Additional post-processing step was 

dded after the competition by applying polygonal approximation 

 Marteau + PA ). This solves the over-sampling problem at the cost 

f slight decrease in the accuracy from 62.2% to 61.7%. Both vari- 

nts are described in detail in [Mar19b]. 

Next three methods ( Karasek-2, Yang-1, Yang-2 ) are all fast 

nd close to each other in terms of accuracy. Karasek-2 was de- 

lared as the winner of the competition with 62.0% accuracy. This 

s only 0.2%-unit worse than by Marteau , but it is fast, has almost 

erfect length (99.1%) and the correct number of points (89.0%) 

s close compared to what is expected. Fewer points than in the 

round truth is not necessarily bad as we have observed some 

round-truth instances containing more points than necessary to 

epresent a given shape. Therefore, fewer points can provide high 

uality average in some cases. 

Among the main strategies, the best two methods are both av- 

raging variants ( Marteau, Karasek-2 ). The results of Yang-1 and 

ang-2 show that the alternate strategy using simple line model 

an also achieve good result even when using Medoid as the back- 

p strategy for curvy segments. This is possible because the data 

ontains mostly many short line segments originating from city 

lock area, and consisting of only a few points. For example, Yang 

ses the curvy model only 3.7% of times and Dupaquis only 8.3% 

f times. 

Other proposals are also reasonably good in quality: Leichter 

61.5%), Dupaquis (61.2%), Amin (61.2%) and Karasek-1 (60.9%). 

he methods Leichter and Karasek-1 select too few points. Du- 

aquis is too slow (10 mins) although still faster than Medoid. 

min is fast but provides twice as many points than expected. 

owever, all these methods include some design choices that could 

e considered (see also Table 3 ): 

• Leichter lacks outlier removal step 

• Dupaquis uses naïve averaging as back-up model 
• Amin uses possibly inferior strategy (regression) 

To sum up: all submitted methods clearly outperform Medoid 

oth in quality and speed. They all exceed 60% limit while the 

ighest score in quality was 62.2%. 

The results overall are far from 100% due to having sets where 

he exact ground truth is practically impossible to predict without 

ome background information of the area. This created a kind of 

lass ceiling somewhere around 62%, which makes it somewhat 

ifficult to evaluate which exact%-value is good and which not. 

owever, based on the visual evaluation we conclude that results 

elow 61% suffer occasional quality issues. 

Visual examples are shown in Fig. 15 . The methods Dupaquis 

nd Amin have occasional truncation problems and zig zag effect. 

moothing effect also commonly appears at the corners. Marteau 

uffers this most because it uses most points in the re-sampling, 

hich allows cutting the corner more easily. This effect also sur- 

ives the polygonal approximation post-processing step. Yang-2 

uffers the smoothing effect less because of the Medoid strategy 

or curvy segments. In general, the methods seem to be unable 

o detect small curvature. Only noticeable difference is Karasek-2 

hich adds one more point near the turning location. 
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Table 8 

Summary of overall results including the submitted methods, Medoid with the best perform- 

ing similarity measure (IRD), and two variants of CellNet: assuming that the points in all the 

trajectories follow the same direction; CellNet ° for which the points are provided in order. [45–

47] The results are also available on web: http://cs.uef.fi/sipu/segments/results.html . 

Method Rank Training Testing Difference Length Points Time 

Marteau — 68.5% 62.2% 6.3% 99% 9882% 30 min 

Karasek-2 1. 67.1% 62.0% 5.1% 99% 89% seconds 

Yang-2 2. 70.4% 61.8% 8.6% 101% 83% seconds 

Yang-1 3. 68.0% 61.8% 6.2% 99% 83% seconds 

Marteau + PA — 68.3% 61.7% 6.6% 99% 145% 30 min 

Leichter 4. 66.6% 61.5% 5.1% 100% 70% seconds 

Dupaquis 5. 67.4% 61.2% 6.2% 100% 107% 10 min 

Amin 6. 66.6% 61.2% 5.4% 102% 205% seconds 

Karasek-1 7. 68.1% 60.9% 7.2% 99% 67% seconds 

Medoid — 61.9% 56.7% 5.2% 98% 169% 1 h 

CellNet — 47.7% 48.4% −0.7% 64.9% 144% seconds 

CellNeto — 66.4% 61.2% 4.5% 96.9% 144% seconds 

Table 9 

Summary of the baseline results. We evaluate each sequence averaging method alone and when adding the 

reordering, outlier removal and polygonal approximation one by one. The accuracy is shown at each step. 

Point reduction is shown in the last column in parenthesis. 
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.3. Effect of the components 

We next study the effect of the design components. For this 

eason, we construct a new baseline method from the components 

s presented in Fig. 16 . As baseline, we chose components that 

ere verified to work well, we are familiar with, and implemen- 

ation is readily available for us. Some of the components could be 

hanged either for better accuracy or for simpler implementation. 

.3.1. Re -ordering 

First, the need for the re-ordering is clear. All submitted meth- 

ds apply some kind of re-ordering and several simple strategies 

ere presented. The results with CellNet showed that lacking this 

omponent makes the system perform poorly. Medoid can avoid 

his component if the chosen distance function is invariant on the 

ravel order: IRD, Hausdorff, C-SIM and HC-SIM have this property. 

owever, other distance functions are sensitive to the point order: 

TW, ERD, ERP, LCSS, Frechet, and Euclidean. If these are employed, 

e-ordering would become necessary also with Medoid, see Fig. 17 . 

or the re-ordering component, we select k-means as it is readily 

vailable in most platforms. 
14 
The results, with and without re-ordering, are shown in Table 9 

or all methods. It is obvious that the re-ordering is critical as al- 

ost all tested methods perform poorly without it. 

.3.2. Outlier removal 

Almost all submitted methods adopted some kind of outlier re- 

oval step in the methods. The top three methods use outlier re- 

oval and the winner of the competition Karasek-2 applies two 

ypes: by distance and by length. 

Here we compare the new baseline and some of the submit- 

ed methods with and without outlier removal. For the outlier re- 

oval, we use the distance and length criterion as proposed by 

arasek-2 . To our surprise, the outliers had only minor effect on 

he final result. In fact, outlier removal improved only on the train- 

ng data but had small negative impact on test data. For example, 

ajorize-minimize technique improved from 6 6.4% → 6 6.6% with 

raining data but worsened from 61.8% → 61.7% with the test data, 

ee Table 9 . It seems that the methods are robust to the outliers, 

r significantly better outlier removal technique should be applied 

nstead. 

http://cs.uef.fi/sipu/segments/results.html
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Fig. 15. Selected visual examples from various methods on different input trajectories (gray). The result is colored by blue, and the ground-truth by black. 

Fig. 16. New baseline based on the Segment averaging competition 2019. 

15 
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Fig. 17. Medoids (blue) obtained when the distance measure is sensitive to point order (DTW), and when it is not (IRD). The black line is the ground-truth. 
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Table 10 

Effect of outlier removal steps on submitted meth- 

ods. 

Original No outlier removal 

Karasek-2 62.0% 62.2% 

Marteau + PA 61.7% 62.3% 
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.3.3. Sequence averaging 

Only two methods used an existing optimization method from 

he time series context: Marteau uses iTEKA [25] , and CellNet uses 

he Majorize-minimize [32] . All other submissions relied on sim- 

ler heuristics where the key is to first match the number of points 

n the sequences and then use simple pointwise averaging. Medoid 

s the third alternative. We compare how this choice affected the 

esult of the baseline and tested the following choices: 

• Majorize-minimize 
• Piecewise averaging 10 pt 
• Piecewise averaging 300 pt ( Marteau ) 
• Medoid with Hausdorff distance 
• Medoid with Frechet distance 

We tested Majorize-minimize by initializing with the shortest 

rajectory (as in CellNet) and with the heuristic Medoid, i.e. taking 

he trajectory of median length as by Yang . There was no signifi- 

ant difference between these two so we kept the shortest trajec- 

ory strategy for simplicity. For the piecewise averaging, we exper- 

mented with re-sampling each trajectory using 10 points as the 

inimum value, and 300 points as significant over-sampling sim- 

larly as by Marteau . The results in Table 9 favor the piecewise 

veraging in all cases. The best result is 63.0% with 300 pt over- 

ampling, which outperforms the highest accuracy by Marteau 

62.2%) by 0.8%-unit. 

.3.4. Polygonal approximation 

As shown by the results of Marteau, and the baseline with 10 

oints piecewise averaging, we can achieve significantly higher ac- 

uracy by over-sampling the segment. The use of polygonal ap- 

roximation cannot therefore be reasoned by improving accuracy. 

t is applied merely to represent the segment average by minimum 

umber of points needed to present the shape of the curvature. 

evertheless, we experiment the effect of this step by applying 

olygonal approximation [24] . 

The results in Table 9 show that the polygonal approximation 

egrades the quality by an amount that is relative to the number 

f points removed. The accuracy of the piecewise averaging de- 

reases only by 0.1%-unit in case of 10-times over-sampling, and by 

.7%-unit in case of 100-times oversampling. However, if outliers 

re not removed the drop is smaller and new best performance of 

2.3% is obtained by the baseline without any outlier removal. 

As a consequence of these observations, we attempted to mod- 

fy some of the submitted methods ( Karasek-2, Marteau-PA ) by 

emoving their respective outlier removal components. The results 

n Table 10 show that both methods are improved to the same 
16 
evel as our new baseline if no outlier removal is applied. There- 

ore, applying their respective outlier removal strategies actually 

orsened the result on the test set. 

A similar behavior is observed also with methods Yang-1 (with- 

ut) and Yang-2 (with outlier removal). The results do not change 

n the test set even though noticeable difference occurs on the 

raining data (68.0% → 70.4%). We also tried to add the outlier 

omponent of Karasek-2 to Leichter since it was originally lacking 

t. The results improved slightly on the training set 6 6.6% → 6 6.8%, 

ut stayed the same on the test set (61.5%). These experiments in- 

icate that outlier removal is difficult to perform without generat- 

ng over fit. 

The medoid-based methods are sensitive to the ordering of the 

oints if the trajectory distance measure is also sensitive (Frechet). 

therwise reordering is not necessary (Hausdorff). 

. Conclusions 

We have studied how to find representative for a set of GPS 

rajectories by segment averaging. We have analyzed the methods 

ubmitted to the competition, and constructed a new baseline by 

ynthesis of the proposed methods. The baseline works real-time 

nd provides higher accuracy than any of the existing method or 

he submitted methods in the competition. Our main conclusions 

re as follows: 

– Re -ordering the points must be done for order-sensitive meth- 

ods 

– Choice of sequence averaging is important 

– Tested outlier removal methods had no effect or were even 

harmful 

– The role of polygonal approximation is merely to simplify the 

output 

.1. Applications 

The results can be directly used in several pattern recogni- 

ion applications. These include lane detection, road segment ex- 

raction, and clustering of large-scale data. For example, existing 
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ision-based lane detection systems mostly rely on pointwise pro- 

essing by time consuming Hough transform [54] . Contrary to this, 

ur new baseline can process 29,207 segments with 425,713 points 

n just few seconds and would be highly useful also in such appli- 

ations. 

.2. Limitations 

The current dataset was somewhat over-represented by short 

egments with only few sampling points. There were also many 

ets that had only few samples, often also very noise ones. This 

ade it very hard to detect the outliers (if any) which made the 

round truth quite challenging for the methods. In many cases, the 

round truth is almost impossible to predict correctly. 

All these factors caused an invisible upper limit for the accu- 

acy. It is unclear how much better accuracy it would be possible 

o reach for this data without external knowledge. Now data was 

resented in the scale [0,1] but if we had preserved the original 

eo-locations, there could be ways to improve further. For example, 

f we knew the data comes from GPS signals and know the location 

f the surrounding buildings and their height, we could utilize the 

xpected bias of the GPS coordinates. Also knowing the road net- 

ork could provide significant help. In our case, the ground truth 

as taken from OSM so with educated guess one might even had 

ctually concluded the ground truth. 

Things to consider in the future are: 

– Collect higher quality ground-truth or find a better way to esti- 

mate the ground-truth quality per sample and weight the eval- 

uation scores based on the quality. 

– Investigate how contextual information such as the surrounding 

buildings can be used to obtain better results. 

– Evaluate methods on data with more complex shapes, such as 

hiking trails. 

– Develop k-means based clustering method for large-scale tra- 

jectory data. 
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