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Precision and recall are classical measures used in machine learning. However, they are based on exact 

matching. This results in binary classification where the predicted item is either a true or false positive 

despite inexact matching is often preferred in pattern recognition. To address this problem, we introduce 

soft variants of precision and recall based on application-specific similarity measure. 
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. Introduction 

Precision and recall are the most used measures to evaluate per- 

ormance in various information retrieval and pattern recognition 

pplications [1] . They provide scores in range [0,1] for a set of pre-

icted items P in respect to a ground truth G. 

Precision and recall are defined using set theory, see Fig. 1 . Pre- 

ision is the number of correct results ( true positive s) relative to 

he number of all results. Recall is the number of correct results 

elative to the number of expected results: 

 recision = 

| G ∩ P | 
| P | (1) 

ecall = 

| G ∩ P | 
| G | (2) 

The performance is a trade-off between the precision and re- 

all. Recall can be increased by lowering the selection threshold to 

rovide more predictions at the cost of decreased precision. The 

erformance can be unified into a single value called F-score : 

 − score = 2 

| G ∩ P | 
| G | + | P | (3) 

The main assumption is that the predictions and the ground 

ruth come from the same finite itemset. This set is often small, 

nd the choices are mutually exclusive. However, this assumption 
∗ Corresponding author. 
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oes not hold in many applications. For instance, the precision in 

ig. 2 is only 2/5 = 40% even if there is only one irrelevant result

 plaza ). 

Another example is speech activity detection where the goal is 

o segment an audio file into speech and non-speech segments [2] . 

ometimes multiple classes such as speech, mouse click , and key- 

oard typing are used [3] . Precision and recall based measures have 

een used but the problem is how to match the segments. For ex- 

mple, every detected event in Fig. 3 has its counter-part in the 

round truth. Simple matching would therefore result in 1.0 preci- 

ion and recall values despite the detection is far from perfect. 

Event-based evaluation was considered by Measoros et al. 

3] by allowing only a degree of misalignment between the ground 

ruth and the predicted segments. However, one then needs to de- 

ne what constitutes correct and incorrect detection. They defined 

hat an event was labeled correctly if there was even a smallest 

emporal overlap with a detected event with the same label. This 

ind of difficulties have forced researchers to use-application spe- 

ific measures, or to use ad hoc ways for measuring precision and 

ecall [5] . Many researchers simply avoid the problem and use only 

rame-level measures with short 20 ms frames [2] . 

To address the above problems, we introduce soft precision and 

oft recall to the above-mentioned applications and beyond. The 

easures are based on the soft cardinality by Jimenez [7] and 

imenez et al. [6] . We demonstrate the proposed measures in two 

pplications: keyword extraction [8] , and retrieval of GPS trajec- 

ories [9] . In keyword extraction we use both syntactic [10] and 

emantic [11,12] text similarity measures. 
under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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Fig. 1. Ground truth (G) and the predicted result (P). Precision and recall are de- 

fined based on true positives (TP), false positives and false negatives (FN). True neg- 

atives (TN) are usually ignored. 

Fig. 2. Prediction (P) includes two correct items ( café and pizza ), one variation ( cof- 

fee ), and one with typing error ( caffe ). 

Fig. 3. Matching events based on segment overlap. 
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Fig. 4. Ground truth (G) and the prediction (P) in an imaginary feature space. True 

positives is a soft count of the soft intersection. 
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. Approaches using inexact matching 

Existing solutions have attacked the problem by relaxing the re- 

uirement for what is considered as a correct result. Ziolko [4] de- 

ned fuzzy precision and recall for audio signal segmentation by 

apping the ground truth segments to the predicted result, and 

hen summing up the similarities between the mapped segments. 

A method called similarity matching [13] performs greedy pair- 

ng of the most similar pairs of items until one of the sets becomes

mpty. Remaining items are then matched with their most similar 

tem allowing many-to-one mappings. Sum of the pairwise similar- 

ties are calculated as the overall score. 

The method by Ziolko [4] performs one-directional mapping 

rom G to P, whereas the method by Rezaei et al. [13] performs 

airing, which provides a symmetric measure regardless which one 

s the ground truth. This provides only a single similarity score 

hile Ziolko provides three values: precision, recall and F-score. 

n general, both address the problem as a set-matching problem, 

hich closely resembles the cluster validation problem [14] . 

A completely different approach called Active estimation of F- 

core was proposed by Sawade et al. [15] . They consider the prob- 

em as lack of training data and aims at solving it by drawing new

est instances. 

In this paper, we follow the approaches by Ziolko [4] and Rezaei 

t al. [13] and utilize the similarities between the two item sets. In 

ther words, we generalize the classical hard decision of precision 
116 
nd recall having binary value in {0,1} to a similarity measure hav- 

ng real value in range [0,1]. However, instead of calculating aver- 

ge similarity between the sets, we derive the two measures (pre- 

ision and recall) from the pairwise similarities using a set theo- 

etic definition. 

The proposed approach is demonstrated in Fig. 4 where none 

f the predicted items (white) is an exact match with any of 

he ground truth items (green). However, some are close and 

hould contribute to the true positive count despite not being ex- 

ct matches. To facilitate this idea, application specific similarity 

easure is applied. This changes the concept of how the true pos- 

tives are calculated. G and P are no longer subsets of the same 

tem set. 

. Soft precision and recall 

Precision and recall measure the number of correctly predicted 

tems relative to the number of all items predicted ( precision ), or 

elative to the number of all relevant items ( recall ). 

The measures can be defined using the counts: 

P True positives 

P False positives 

N False negatives 

Alternative definition is based on set theory. Two different 

ypes of sets can be used: crisp and fuzzy. The classical set theory, 

enote here as crisp sets , uses binary membership values. Fuzzy sets 

efine that an item belongs to a set with a certain degree, which 

s called a membership value in a range [0, 1]. 

However, neither of these definitions fits to our purpose. We 

ave crisp sets since each item belongs only to one set. However, 

ur items can be inexact and redundant. For example, the set { cafe, 

afé, cafeteria, coffee house, coffee shop } includes five unique words 

ut having high redundant content. 

For the precision and recall, we do not need to know to what 

egree an item belongs to the set. Instead, we need to define their 

ounts . For crisp sets the counts are trivially the number of items in 

he set, but not in our case. For instance, what should be the count 

or the café example in Fig. 2 with three truly unique keywords 

 café, pizza, hotel ) with additional variations of the word coffee? 

e refer this as cardinality of the set. In crisp sets, cardinality is 

he number of unique items in the set. 

.1. Soft cardinality 

In the segmentation example ( Fig. 3 ), the cardinality of the set 

an be simply the length of the segment. In case of keywords 

 Fig. 2 ), however, different definition is needed. We adopt the soft 

ardinality by Jimenez et al. [6] based on a similarity relationship 

etween the items. We first define soft count of an item as the in- 

erse of the sum of its similarity to all other items in the set: 
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Fig. 5. Soft cardinalities of the Cafe example using the standard Levenshtein edit 

distance. For example, distances of café to the predicted words are: café (0), coffee 

(2), caffe (1), pizza (5), plaza (4). 

c

w  

i

1

t

n

c

a

t

S

c  

c

i

s

c

3

o

t

i

o

n

t

r

d

c

3

i

Fig. 6. Example of calculating soft cardinality using Word2Vec semantic similarity. 

Table 1 

Crisp and soft variants with two notations. 

Measure Sets Counts 

Crisp 

Precision | G ∩ P | 
| P| 

TP 
TP+ FP 

Recall | G ∩ P | 
| G | 

TP 
TP+ FN 

F-score 2 | G ∩ P | | G | + | P| 2 Precision ·Recall 
Precision + Recall 

Soft 

Precision card( G ∩ P ) 
card(P) 

N/A 

Recall card( G ∩ P ) 
card(G ) 

N/A 

F-score 2 card( G ∩ P ) 
card(G )+ card(P) 

N/A 

Table 2 

Description of the test examples. 

Test set Type Language 

Café Syntactic English US 

University Semantic English US 

Gray Color Semantic English US + UK 

i

t

m

3

e

m

s

e

m

4

s

s

ount ( A i ) = 

1 

∑ K 
j=1 Sim 

(
A i , A j 

) (4) 

here A i is an item in the set, and K is the size of the set. If an

tem is unique, it is similar only to itself and the count equals to 

.00. If there are duplicate items, their corresponding counts equals 

o 0.50. All similar items reduce the count accordingly. The cardi- 

ality of the set is the sum of the counts of the individual items: 

ard ( A ) = 

K ∑ 

i =1 

count ( A i ) (5) 

Distance measures can also be used by converting them first to 

 similarity measure. In case of Levenshtein edit distance, we use 

he conversion: 

im 

(
A i , A j 

)
= 1 −

edit 
(
A i , A j 

)

max 
(| A i | , 

∣∣A j 

∣∣) (6) 

An example using Levenshtein similarity is in Fig. 5 . Here the 

risp cardinalities are 3 ( G ) and 5 ( P ). However, the words cafe,

offee and caffe contribute much less than their hard count would 

ndicate (3). Their soft count sums up only to 1.27, and the corre- 

ponding soft cardinality is therefore only 2.45; compared to the 

risp cardinality of 5.00. 

.2. Union and intersection 

For calculating precision and recall, we also need the cardinality 

f intersection. In the segmentation example, it is the length of 

he two intersecting segments. In other cases, we get intersection 

ndirectly using union of the two sets. In crisp variant, it is the sum 

f the counts of the two sets. 

In soft variant, we derive soft cardinality by taking the concate- 

ation of the sets [6] . Doing this may create duplicates, however, 

he soft cardinality takes care of these naturally by halving their 

espective weights (soft counts). 

The intersection of two sets using soft cardinality can now be 

efined via the union as follows: 

ard ( G ∩ P ) = c ard ( G ) + c ard ( P ) − c ard ( G ∪ P ) (7) 

Fig. 6 shows an example of the calculation. 

.3. Precision and recall 

Soft variants of the precision and recall can now be defined us- 

ng the soft cardinalities of the sets and their intersection as shown 
117 
n Table 1 . The main difference to the crisp counterparts is the way 

he cardinalities are defined. Note that soft variants cannot any- 

ore be defined based on the counts (TP, FP and FN). 

.4. Semantic similarity 

So far, we have considered only a syntactic measure, namely 

dit distance. In some cases, the semantic meaning of the words 

atters more than their typographic differences. We therefore con- 

ider also Word2Vec [11,12] for semantic similarity. Fig. 7 shows an 

xample of the calculation of soft cardinality and corresponding 

easures. 

. Numerical examples 

We first compare the soft and crisp measures using the setup 

hown in Table 2 . Levenshtein edit distance is used for syntactic 

imilarity and Word2Vec for semantic similarity trained for English 
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Fig. 7. Example of calculating soft cardinalities. 

Fig. 8. Summary of the Cafe example. 

Table 3 

Cardinalities of set P and G in examples. 

Café

Set Crisp Syntactic Semantic 

G 3.00 2.67 1.83 

P 5.00 2.45 2.14 

G ∪ P 6.00 2.91 2.27 

G ∩ P 2.00 2.21 1.70 

University 

G 3.00 1.90 1.79 

P 7.00 3.69 3.48 

G ∪ P 9.00 3.88 3.32 

G ∩ P 1.00 1.71 1.95 

Gray Color 

G 2.00 2.00 1.39 

P 3.00 2.60 3.00 

G ∪ P 5.00 2.96 4.04 

G ∩ P 0.00 1.64 0.35 

l

a

s

8

Fig. 9. Summary of the University example. 

Fig. 10. Summary of the Gray Color example. 

4

c

c

(

b

a

anguage by Google. 1 Web interface of the soft measures is publicly 

vailable. 2 It supports several syntactic measures and the semantic 

imilarity measure. Summary of the examples is presented in Figs. 

–10 and the cardinalities of the sets are summarized in Table 3 . 
1 https://code.google.com/archive/p/word2vec . 
2 https://cs.uef.fi/sipu/soft/SoftEval/ . 

s

v

t
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118 
.1. Cafe example 

Cafe example contains words from a business that offers ac- 

ommodation, food, and cafeteria services. The predicted keywords 

atch two out of the three ground truth words, so the crisp recall 

0.67) is correct. Semantic measure over-estimates the recall (0.93) 

ecause plaza is partly predicted by the other words. Besides this, 

ll measures give reasonable results. 

The precision values, however, show the need for the soft mea- 

ure. Two of the predicted keywords have only slight syntactic de- 

iations. Coffee and caffe ( café miss-spelled) are close to the ground 

ruth but only the soft variants provide high precision (0.80 and 

.90). 

https://code.google.com/archive/p/word2vec
https://cs.uef.fi/sipu/soft/SoftEval/
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Table 4 

Summary of the countries experiment. 

Precision 

Method 1 2 3 4 

Crisp 0 0 0 0 

Crisp ∗ 0.48 0.32 0.48 0.32 

Soft 0.87 0.89 0.71 0.69 

Expected 1.00 1.00 0.75 0.67 

Recall 

Method 1 2 3 4 

Crisp 0 0 0 0 

Crisp ∗ 0.48 0.48 0.36 0.32 

Soft 0.89 0.66 0.92 0.72 

Expected 1.00 0.67 1.00 0.67 

Fig. 11. Gesture search returns the most similar trajectories (C-SIM scores of 0.77 

or higher in this case). The ground truth consists of the (almost) full hiking routes 

around lake Kaltimo , called Kaltimonkierto . 

4
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f
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d
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t

0

p

.2. University example 

The crisp measures consider only university as a correct predic- 

ion resulting to a low F-score (0.14). Soft measures provide better 

cores (0.61 and 0.74). Especially the recall should be high as all 

he ground truth words are predicted in one form or another. Se- 

antic variant works better because it can recognize the similari- 

ies between the words university, teacher, student , and pupil . 

.3. Gray color example 

The third example has the correct prediction with only minor 

ifferences. Crisp variant fails with 0.00 scores for precision and 

ecall. Surprisingly, the semantic variant also gives low scores. The 

eason originates to the Word2vec model which was trained using 

S English and cannot provide values for color and gray (British 

pellings). 

The syntactic measure gives high recall (0.82) but cannot omit 

he stop word ( the ), which would require using NLP. As a result, 

he precision remains a bit lower than expected (0.63) but it is 

till the only measure that provides non-zero score. 

.4. Countries dataset 

We next perform more extensive experiment using D6 from the 

ountries dataset . 3 It contains clusters of ten European countries: 

yprus, France, Greece, Latvia, Monaco, Norway, Poland, Russia, Serbia 

nd Sweden . Each cluster contains 50 variations of the correspond- 

ng country name made by random character modifications (add, 

emove, substitute). For example, Cyprus clusters contain words 

ike oypmreus, cyprqs, cypcrus, yprus . 

In the experiment, we select three countries as the ground 

ruth and make random predictions as follows. A correct predic- 

ion is to pick a random name from the cluster of the same coun- 

ry name. Four types of predictions are made: (1) pick all three 

orrect; (2) pick only two correct; (3) pick all three correct and 

ne incorrect; (4) pick two correct and one incorrect. Examples 

ith the expected precision and recall values are ( Datia is from 

he Latvia cluster): 

GT: Cyprys, France, Greece Prec. Rec. 

1: Oypmreus, Drance, Rerece 1.00 1.00 

2: Oypmreus, Drance 1.00 0.67 

3: Oypmreus, Drance, Rerece, Datia 0.75 1.00 

4: Oypmreus, Rerece, Datia 0.67 0.67 

The experiments were repeated 100 times. We consider the soft 

ariant with Levenshtein distance. Since the crisp variant is basi- 

ally useless (all results 0), we also consider a simple thresholding 

ariant (Crisp 

∗) which match two strings if their Levenshtein simi- 

arity is 0.8 or higher. Average results in Table 4 show that the soft

ariant is clearly superior to the crisp variants. 

.5. Segmentation example 

The next example is motivated by the speech segmentation. 

ere the similarity is measured simply by the length of the shared 

egments. Fig. 12 shows ground truth segments (blue) and the 

redicted result (red). There are no exact matches, so the crisp 

ariant is again useless. Crisp 

∗ does not work either as none of 

he predicted segments have similarity above 0.8 with the ground 

ruth. However, soft precision and recall values are meaningful and 

traightforward to calculate. 
3 https://cs.uef.fi/sipu/string/countries . 

119 
.6. GPS trajectories 

The final experiment is similarity-based search in Mopsi 4 where 

ser provides a sample query shape drawn on map. The most sim- 

lar trajectories are retrieved using a grid-based similarity mea- 

ures [ 9 ] as shown in Fig. 11 . In this case, we expect to receive

ull tours around the lake roughly following the so-called Kalti- 

onkierto route. The search is good but misses one tour following 

ifferent path on the east side (0.62) and provides one partial tour 

0.95). 

The expected precision and recall values (0.83) are shown in 

able 5 and Table 6 with the corresponding scores by the crisp and 

he proposed soft variant. The crisp variant is again useless (values 

) whereas crisp 

∗ provides correct precision of 0.83. Soft variant 

rovides 0.86 and 0.95. 
4 https://cs.uef.fi/mopsi . 

http://cs.uef.fi/sipu/string/countries?_ga=2.158168690.915581378.1676039037-685188550.1676039037
http://cs.uef.fi/mopsi?_ga=2.158168690.915581378.1676039037-685188550.1676039037
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Fig. 12. Segmentation example. 

Table 5 

Summary of the segmentation experiment. 

Case A 

Example Precision Recall F-score 

Crisp 0 0 –

Crisp ∗ 0 0 –

FuzzyPR [ 4 ] 0.46 0.40 0.43 

Soft 0.56 0.49 0.52 

Case B 

Example Precision Recall F-score 

Crisp 0 0 –

Crisp ∗ 0 0 –

FuzzyPR [ 4 ] 0.80 0.25 0.55 

Soft 1.00 0.31 0.47 

Table 6 

Summary of the GPS trajectories experiment. 

Example Precision Recall F-score 

Crisp 0 0 N/A 

Crisp ∗ 0.83 0.67 0.75 

Soft 0.86 0.95 0.95 

Expected 0.83 0.83 0.83 
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[

. Conclusions 

Soft variants for precision and recall were introduced based 

n application specific similarity measure. In case of strings, we 

onsidered both syntactic (Levenshtein) and semantic (Word2Vec) 

imilarities. In case of GPS trajectories, we used grid-based similar- 

ty measure. 

Experiments showed that the soft variants provide more mean- 

ngful result than the crisp variant. This can help researchers by 

educing the time spent in creating ground truth datasets because 

he exactness requirement is no longer critical. The drawback of 

he method is that it requires application dependent similarity 

easure although natural choices exist at least in case of strings, 

egments, and GPS data. 

The measure can also provide values greater that 1 in some 

ases. This originates from the definition of the soft cardinality, 

hich itself is intuitively well defined but tends to over-estimate 
120 
he set sizes. We considered alternative definitions but did not find 

ne that would have worked perfectly in all situations. The cardi- 

alities can nevertheless be always upper bounded if wanted. 

Despite its deficiencies, the soft measures have shown its use- 

ulness. It provides meaningful estimates for the keyword ex- 

raction [16] where the traditional crisp measures fail. It can be 

dopted to other information retrieval and pattern matching appli- 

ations where inexact matches are used. 
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